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Abstract

Oil and gas leases between mineral owners and extraction firms typically specify
a date by which the firm must either drill a well or lose the lease. These deadlines
are known as primary terms. Using data from the Louisiana shale boom, we first
show that well drilling is substantially bunched just before the primary term deadline.
This bunching is not necessarily surplus-reducing: using an estimated model of firms’
drilling and input choices, we show that primary terms can increase total surplus by
countering the effects of leases’ royalties, as royalties are a tax on revenue and delay
drilling. These benefits are reduced, however, when production outcomes are sensitive
to drilling inputs and when drilling one well indefinitely extends the period of time
during which additional wells may be drilled. We enrich the model to consider mineral
owners’ lease offers and find small effects of primary terms on owners’ revenue.
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1 Introduction

Owners of subterranean oil and gas typically write contracts with specialized extraction firms

to act as their agents because they lack the relevant expertise or capital necessary to extract

their resources. In the United States, as well as several other countries, these contracts take

the form of mineral leases that ubiquitously contain deadlines known as “primary terms”.

A primary term is a period of time during which the firm must drill at least one producing

well. Drilling effectively extends the lease term until production ends; not drilling within the

primary term ends the lease. Leases also typically specify a royalty payment from the firm

to the owner. In this paper, we aim to understand the effects of this contract structure on

drilling, production, and surplus outcomes. We emphasize the economic impacts of primary

terms and how these effects are moderated by the distinctive characteristics of modern shale

resources.

An oil and gas lease grants a firm an option, but not an obligation, to develop the mineral

owner’s property by drilling wells and extracting the hydrocarbons. Upon signing a lease,

the firm pays the owner a flat fee, known as a “bonus”. The primary term specifies a period

of time (typically 3 to 10 years) that the firm has to drill at least one well and commence

production. If it does so, the lease is then “held by production” and remains in effect until

the firm ceases production. The firm may then also drill additional wells on the parcel to

increase its overall production rate. On the other hand, if the firm does not complete a well

by the end of the primary term, the lease terminates, and the mineral owner is free to sign

a new contract with another firm or re-contract with the original firm.

The royalty specified in the lease dictates the percentage of the lease’s oil and gas revenue

that the firm must pay to the mineral owner. Royalties are often significant, as the royalty

rate typically lies between 12.5% and 25%. Brown et al. (2016) estimates that royalty

payments associated with the six largest U.S. shale plays totaled $39 billion in 2014.

The royalty and primary term clauses distort firms’ incentives regarding when to drill

wells and how much effort to invest in fracking and well completion. The incentive to drill at

least one well before primary term expiration has received considerable attention within the

industry, with numerous reports of firms drilling unprofitable wells for the sake of holding

their lease acreage. For instance, the San Antonio Express News reported in 2012 that

“many companies . . . are drilling quickly simply to meet the terms of their contract and keep
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their leases—not because they want to drill gas wells now” (Hiller 2012). Although royalties

are less prominent in the news, they also distort firms’ decisions because they are a tax on

revenue only, thereby driving a wedge between firms’ profit and total surplus.

We begin our analysis by studying data from the Haynesville Shale in Louisiana, where

the institutional structure and data availability are conducive for studying lease terms. We

discuss relevant institutional features of the Haynesville in Section 2, discuss our data sources

in Section 3, and then show in Section 4 that there is substantial bunching of drilling in the

months just prior to lease expiration. We further show that many leases are characterized

by having only a single well that was drilled just before lease expiration, suggesting that

drilling in these areas was primarily motivated by holding acreage for future wells rather

than by immediate profits.

While the bunching analysis suggests that the primary term influences firms’ drilling

decisions, it does not identify what drilling decisions, production, and surplus would be

absent the primary term. The evident distortion might suggest that the primary term reduces

surplus; however, primary terms act in the presence of a royalty rate that is typically 20-25%.

This tax on revenue reduces firms’ returns to drilling so that they require more favorable

price and cost conditions to drill a well, delaying drilling in expectation relative to what

would have occurred absent the royalty. The primary term may then increase total surplus

by counteracting the royalty’s drilling timing distortion.

To quantify these effects, in Section 5 we present an econometric model of the major

decisions the firm makes after acquiring a lease. First, our model incorporates the decision

of whether and when to drill. We model this decision as an optimal stopping problem in

the spirit of Kellogg (2014), Bhattacharya et al. (2018), Ordin (2019), and Agerton (2020),

wherein the firm chooses when to drill during the primary term in the presence of stochastic

natural gas prices and drilling costs. Second, our model accounts for the firm’s input quantity

decision conditional on drilling, which is a new feature in this class of models. As discussed in

Covert (2015), modern shale wells (unlike conventional wells) require large inputs of fracking

fluid in order to produce commercial quantities of hydrocarbons. Exploiting variation in

wells’ use of water over time—which we take as driven by variation in gas prices and the

prices of inputs into well drilling and completion—we estimate that the marginal productivity

of water is large: moving from the 25th to the 75th percentile of water increases production

by about one-half its interquartile range in the data. Third, in our model, like that in Agerton
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(2020), the value of drilling the first well includes the value of unlocking an indefinite option

to drill additional wells later.

We use our model to jointly estimate drilling costs and natural gas productivity across the

Haynesville, allowing for both observable and unobservable (to the econometrician) produc-

tivity shifters that affect firms’ drilling decisions and drilling outcomes. Our estimates imply

that some Haynesville wells—especially those drilled just before significant lease acreage

expired—had negative expected profits, consistent with the notion that they were drilled to

preserve lease acreage and future option value.

In Section 6, we discuss counterfactuals in which Haynesville leases omit a primary term,

royalty, or both. A lease with neither provision leads the firm to make drilling and in-

put decisions that maximize total surplus. A primary term alone substantially accelerates

drilling—with drilling probabilities peaking just prior to expiration—reducing surplus. But

in the presence of a 25% royalty, which causes drilling to be delayed, we find that the acceler-

ation of drilling under the primary term is surplus-increasing, on average. The surplus gain

is modest, amounting to 7.3% of the surplus loss imposed by the 25% royalty. This limited

efficacy arises from two factors that are important to the shale oil and gas setting. First,

primary terms do not directly affect firms’ water input choices, which are substantially dis-

torted by the royalty. Second, primary terms hasten the timing of only the first well drilled

on a lease, not any later wells. When we simulate a case that is more akin to non-shale,

conventional oil and gas development—in which a lease can only accommodate one well and

the marginal productivity of water is zero—we find that primary terms are more effective

and recover 42.6% of the surplus lost by the 25% royalty.

Finally, in Section 7 we study how primary terms interact with royalties to affect the

mineral owner’s expected discounted revenue from a lease. We adopt a modeling framework

in which firms have a hidden signal about productivity and owners can make take-it-or-

leave-it contract offers, following the literature on oil and gas auctions (see Haile et al.

(2010) and Kellogg and Reguant (2021) for reviews) and especially recent papers that study

owner-optimal royalties in auctions for state-owned parcels (Bhattacharya et al. 2018; Ordin

2019; Kong et al. 2022). In these papers, a higher royalty rate trades off reductions in firms’

information rents with decreases in firms’ likelihood of drilling conditional on being awarded

a lease, per theoretical arguments from Hendricks et al. (1993) and Skrzypacz (2013).

Our analysis in Section 7 builds on this previous work in two ways. First, we use our

3



estimates of the marginal productivity of fracking inputs to highlight that, in the new era

of shale oil and gas, the input choice distortion induced by the royalty can substantially

reduce the owner’s revenue-maximizing royalty rate. We find that the owner-optimal royalty

is 25% in our baseline model but 39% in an alternative specification that sets the marginal

productivity of water to zero. Second, we evaluate the impact of primary terms conditional

on the royalty. We find that a primary term slightly decreases owner revenue in our baseline

model (relative to a royalty-only contract) but slightly increases it when we shut down water

inputs and allow only one well to be drilled on the lease. These findings are consistent

with results from an analytically tractable version of our model, where we show that if

the sensitivity of production to input choice is high, then provisions that induce the firm

to accelerate drilling decrease the owner’s expected revenue. Because the primary term

more negatively affects the firm’s value when productivity is low than when it is high, it also

effectively increases dispersion across firm types, thus reducing the owner’s ability to capture

value. Moreover, the owner responds to this increased dispersion by setting the bonus so

that fewer firm types agree to the lease offer, reducing total surplus.

We focus our attention on primary terms in the shale oil and gas industry because primary

terms play an important and under-studied role in the development of shale resources—which

now account for the majority of U.S. oil and gas production—and because this industry is

rich in data. But the underlying economics are likely to be relevant in other settings in which

resource owners sell time-limited development options to other agents. For instance, master

franchise contracts in retail settings typically specify royalty payments to the franchisor and

impose a finite time for the franchisee to develop a minimum number of units (Kalnins 2005).

Licenses for adaptations of creative works (such as adaptations of novels for screenplays)

often allow producers only a finite period to commence or complete production, lest the

property rights revert to the original author (Litwak 2012). And U.S. Federal Communication

Commission spectrum auctions impose buildout requirements upon winning firms (GAO

2014). Our hope is that this paper can serve as a springboard for studying the economics of

contract term length in these and other settings.
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2 Institutional background

The development of new techniques combining horizontal drilling with hydraulic fracturing

in the early 2000s led to drilling booms in shale formations throughout the United States. We

focus on the portion of the Haynesville Shale located in Louisiana for two reasons. First, the

Haynesville produces almost exclusively dry natural gas, allowing us to focus our analysis on

a single output. Second, the economic and legal institutions in Louisiana that shape leasing

and the pooling of leases into units facilitate our empirical work, which requires us to match

wells to their pooling units and associated leases. This section summarizes these institutions.

When a firm is interested in drilling on privately-owned land, it must negotiate a lease

with the mineral owner.1 U.S. oil and gas leases almost always include a cash bonus paid at

signing, a royalty, and a primary term. The royalty rate specifies the fraction of oil and gas

revenue that must be paid to the mineral owner, and the primary term sets the amount of

time that the firm has an option to drill and commence production before it loses the lease.

Once a productive well is drilled, the lease is “held by production”, which means that the

lease continues in force as long as the firm maintains commercial oil and gas production on

the lease. A lease may also include an extension clause, which gives the firm an option to

extend the lease for a pre-specified amount of time in exchange for an additional, pre-specified

payment to the mineral owner.

In practice, leases typically have a clause that allows the firm to hold a lease beyond

expiration even if it is not producing, so long as it is actively in the process of drilling or

fracking a well. Our analysis will therefore focus on “spudding” a well—i.e., commencing

drilling—as the necessary step to hold a lease.

Leases are often small relative to the area drained by a modern shale well, which may

have a horizontal length of 5,000 feet or more. Therefore, state regulators have established

rules for combining leases into pooling units. In Louisiana, the default pooling unit for the

Haynesville Shale is the square-mile section from the Public Land Survey System (PLSS).

Typically, multiple firms will hold leases within a given pooling unit, and drilling operations

then effectively function as a joint venture. One lead firm, typically the one with the highest

acreage share of leases, becomes the operating firm and decision-maker. Costs and revenues

are distributed to all lease holding firms on an acreage-weighted basis. Each firm then

1The lease structure we describe here also applies to publicly-owned oil and gas in the U.S.
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distributes royalties on revenues to its mineral owners on an acreage-weighted basis.

Drilling a Haynesville well within a Haynesville pooling unit holds all current leases within

the unit, not just those overlying the well itself. In addition, because horizontal wells in shale

formations primarily recover gas that is located in rock close to the well bore, square-mile

units have space for multiple horizontal wells that run parallel to one another. Thus, drilling

a single well in a unit grants the operating firm the indefinite right to drill additional wells

within the same unit.

Owners of minerals that are unleased at the time of drilling—either because their parcels

were never leased or because their leases expired prior to drilling—effectively become par-

ticipants in the joint venture with acreage-weighted shares in the profits.2 It is therefore the

threat that acreage in a unit will convert from leased to unleased that gives firms an incentive

to drill prior to the expiration of primary terms. A unit typically consists of many leases,

not all of which expire at the same time. The drilling incentive provided by a given lease’s

pending expiration depends on the acreage of that particular lease as well as the schedule of

expiration dates for remaining leases.

3 Data sample and summary statistics

This section summarizes our data on natural gas prices, rig dayrates, wells, leases, and units.

We provide additional detail in Appendix A.

3.1 Price and rig dayrate data

Our measure of the price of natural gas is the 12-month natural gas futures price for delivery

at Henry Hub, Louisiana, obtained from Bloomberg (2017).3 For the period from 2009–2013

(during which most of the Haynesville drilling happens), the average natural gas price is

$5.07 per mmBtu (mmBtu = million British thermal units), with a minimum of $3.39 and

a maximum of $7.75.4 We also obtained data on rig dayrates, which are the cost of renting

2Because mineral owners typically do not have the financial liquidity to pay their share of the drilling
and completion costs, Louisiana statute (LA R.S. 30:10) provides them the option not to pay. In that case,
they do not receive their share of revenues until the well’s overall revenues cover its costs (i.e., the well “pays
out”). Consequently, firms cannot earn strictly positive profits from unleased acreage.

3We use prices for delivery at a 12-month horizon because wells produce gas gradually rather than
instantaneously, and 12 months is the longest horizon at which futures are consistently liquidly traded.

4We deflate all gas price, rig dayrate, and drilling cost data to December 2014 dollars using the Bureau
of Labor Statistics’ Consumer Price Index for all goods less energy, all urban consumers, and not seasonally
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Table I: Summary statistics for wells

Variable Obs Mean Std. Dev. P10 P50 P90
Well spud year 2685 2010.5 1.5 2009 2010 2013
Well completion year 2685 2011 1.6 2009 2011 2013
Accounting well cost (millions, Dec 2014$) 2495 10.4 2.4 7.8 10.1 13.3
Water volume (millions of gallons) 2401 6 2.8 3.5 5.5 8.9
PV total production (millions mmBtu) 2484 3.6 1.5 1.8 3.5 5.4

Note: The descriptive statistics in this table include all Haynesville wells, as defined in Section 3.2 and

Appendix A.2. P10, P50, and P90 refer to the 10th, 50th, and 90th percentile of the relevant variable.

The number of observations varies across rows because some variables are missing for some wells.

a drilling rig for one day, from Enverus (2017). The average dayrate from 2009–2013 was

$16,841, with a minimum of $12,470 and a maximum of $18,721.

3.2 Well data

We obtained data on well drilling and completions from Enverus (2016a), Louisiana Depart-

ment of Natural Resources (2016a), Louisiana Department of Natural Resources (2016b),

and Louisiana Department of Natural Resources (2016c). These data include permit dates,

spud dates, completion dates, the volume of water used in hydraulic fracturing, whether the

well targets the Haynesville formation, and drilling and completion costs reported to the

Louisiana DNR. We obtain well-level monthly production data from Enverus (2016b).

We focus our analysis on wells that targeted the Haynesville formation. In Table I,

we present summary statistics for these wells. Most Haynesville wells were spudded and

completed between 2009 and 2013. Water used in hydraulic fracturing ranged from less than

3.5 million gallons to more than 8.9 million gallons. Reported drilling and completion costs

range from less than $7.8 million to more than $13.3 million.

To estimate the cumulative lifetime production from each well, we fit a decline curve

to Enverus’s monthly well-level production data.5 Our decline model, which we discuss in

Appendix A.2, is based on the functional form derived in Patzek et al. (2013). We use the

estimated parameters to predict well-level production over time (extrapolating beyond our

observed data) and then to predict the present value of each well’s total lifetime cumulative

adjusted (Bureau of Labor Statistics 2018). The CPI series ID is CUUR0000SA0LE.
5Following Anderson et al. (2018), and consistent with Newell et al. (2019), we assume that wells’

production decline rate is unaffected by natural gas price shocks.
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Figure 1: Haynesville unit-level productivity

(a) Actual average log production per well
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(9.73,14.3]

(14.3,14.5]

(14.5,14.7]

(14.7,14.9]

(14.9,15.1]

(15.1,15.3]

(15.3,16.1]

NA
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Note: Panel (a) is a map of Haynesville units showing the log of the calculated present value of aggregate

well production, averaged within each unit, using decline estimation procedures discussed in Section 3 and

Appendix A.2. In Panel (b), we plot original gas in place (OGIP), from Gülen et al. (2015).

production. Production summary statistics are shown in the last row of Table I. We find

that the median present value of cumulative production is 3.5 million mmBtu, with 10th

and 90th percentiles of 1.8 million mmBtu and 5.4 million mmBtu, respectively. In Figure

1, we show the average log of estimated productivity for all wells in our sample.

3.3 Lease data

We compile data from Enverus (2016a) on the universe of oil and gas leases in Louisiana that

started between 2002 and 2015. These data include the start date of the lease, the primary

term, any extension options, the royalty rate, the lease’s PLSS section, and the acreage of

the lease. The initial signing bonus is not recorded because state and local recorders do not

require it, and because firms typically wish to keep lease terms confidential.

We focus on leases that are within our sample of Haynesville pooling units, as described

in Section 3.4 below. In Table II, we present descriptive statistics for the 38,694 leases in

this sample. Leases typically started between 2005 and 2011. Leases range from less than

0.20 acres to more than 240 acres, with a mean of about 80 acres. Typical royalty rates
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Table II: Summary statistics for leases

Variable Obs Mean Std. Dev. P5 P50 P95
Year lease starts 38694 2008.5 1.7 2005 2008 2011
Year lease ends 38694 2011.5 1.8 2008 2011 2014
Primary term length (months) 38694 37.1 6.3 36 36 60
Indicator: Has extension clause 38612 .8 .4 0 1 1
Extension length (months) 29973 24.1 2.8 24 24 24
Royalty rate 30215 23 2.9 18.8 25 25
Area in acres 38428 79.9 386.7 .2 5.4 244.1

Note: The descriptive statistics in this table include all leases associated with Haynesville units

included in our analysis sample, as defined in Section 3.4. P5, P50, and P95 refer to the 5th,

50th, and 95th percentile of the relevant variable. The number of observations varies across

rows because variables may be missing for some leases. The statistics for “extension length” are

computed for the subsample of leases that have an extension clause.

are 25% (65% of leases), 20% (19% of leases), and 18.75% (11% of leases). About 92% of

leases have 36-month primary terms; a small fraction of leases have 60 month primary terms.

About 78% of leases have extension clauses, with the vast majority of extensions lasting 2

years.6 Exercising the extension option requires the payment of an additional bonus, but

these bonuses are not usually recorded in the lease documents.

3.4 Pooling unit data

We obtain shapefiles for designated Haynesville units from Louisiana Department of Natural

Resources (2016a). These units are typically PLSS square-mile (640 acre) sections, though

some units have slight irregularities. In addition to these DNR-designated Haynesville units,

we also include in our sample PLSS sections that that lie within the convex hull of the

DNR-designated units.

Since we are interested in how the incentive to hold acreage affects the drilling of Hay-

nesville wells, we remove from our sample units that may be held by drilling or production

from other oil and gas formations. We do so by dropping units that have leases executed

prior to 2004, non-zero oil or gas production in 2006, or non-Haynesville wells drilled after

2000. Our remaining sample, which we refer to as our analysis sample because we use it for

6We show in Table A.II in Appendix B.2 that the correlations of royalties and primary terms with ob-
servable geologic quality and with natural gas prices are economically small. Extension clauses are associated
with lower geologic quality units and lower gas prices.
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Figure 2: Map of Louisiana Haynesville units

(a) Units in analysis sample

In sample

Not in sample

(b) Wells drilled per unit

0 wells

1 well

2 wells

3+ wells

Note: Panel (a) is a map of Haynesville units (each square is a unit), where units that are in the analysis

sample are colored dark. The rectangle is the outline of the map in figure 3. Panel (b) is a map of Haynesville

units, with units colored by how many Haynesville wells were drilled as of March 2017.

the analysis in Section 4 below, includes 1,226 units, which we map in Panel (a) of Figure 2.

We match leases to units using the reported section in each lease document. In some

cases, the reported total acreage of all leases in a unit exceeds the actual unit acreage due

to likely duplicates in the data. We use a clustering procedure—which we describe in detail

in Appendix A.3—to identify and downscale acreage for these likely duplicates.

To match wells to units, we use GIS techniques to identify which unit the majority of a

well’s horizontal leg passes through. Further details are in Appendix A.4. In Figure 3, we

present a March 2017 snapshot of well laterals and pooling units for a selected portion of

the Haynesville, illustrating the mapping of wells to units.

In Table III, we show summary statistics for our analysis sample of units. Units tend to

have their first lease expire between 2008 and 2011, with a median of 2009. A total of 712

units (58%) have Haynesville wells drilled, with the first spud typically between 2008 and

2011. Of the units with drilling, 74% have only one well drilled, 15% have 2 wells drilled,

5% have 3 wells drilled, and 7% have 4 or more wells drilled. The most wells we observe in

a single unit is 18. In Panel (b) of Figure 2, we map the number of wells drilled per unit.
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Figure 3: An example of drilling patterns in the Haynesville Shale.

●
●

●
●

●
●●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

● ●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●●●

●

●

●

●

●

●

●

●
●

●
●

●
●●

●

●●

●

●

●

●

●

●

●

●

●

●●

●

● ●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●●

●

●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●●●

●

●

●

●

●

●

●

Note: Map produced using data from the Louisiana DNR’s SONRIS. Each square is a unit,

white dots are wellheads, and black lines are the approximate horizontal well path. Units

are colored by unit operator. Data are as of March 2017 and include all Haynesville units,

not just those in the analysis sample. The rectangle in Panel (a) of Figure 2 indicates the

location of this example within the Haynesville Shale.

We also show summary statistics on geological “original gas in place” (OGIP) from Gülen

et al. (2015) (also used in Agerton (2020)) in Table III. OGIP approximates total natural gas

in the Haynesville as a function of formation thickness, porosity, temperature, and pressure,

but not using information from production outcomes. We present a map of OGIP in Panel

(b) of Figure 1. Taken together, the two panels depict the positive correlation between

unit-level OGIP and production.

Finally, in Figure 4, we present time series aggregates, within our analysis sample of

Haynesville units, for three major variables: the natural gas price, the number of leases

signed, and the number of wells drilled. This figure shows that the gas price and Haynesville

leasing peaked in early 2008, but drilling did not peak until about two years later, shortly

before many leases were to expire. This pattern suggests that primary terms may have had

a significant effect on aggregate drilling activity in the Haynesville, a possibility we examine

more directly in our bunching analysis below.
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Table III: Unit-level summary statistics

Variable Obs Mean Std. Dev. P5 P50 P95
Section acres 1226 641.7 13.7 620.2 642.7 662.3
Year first lease starts 1226 2006.5 1.4 2005 2006 2008
Year first lease expires 1226 2009.5 1.5 2008 2009 2011
Number of Hay. wells 712 1.6 1.6 1 1 4
Year of first Hay. spud 712 2009.8 1 2008 2010 2011
OGIP 1226 100.9 39.3 4.1 103.8 156.7

Note: The descriptive statistics in this table include all Haynesville units included in

our analysis sample, as defined in Section 3.4. P5, P50, and P95 refer to the 5th, 50th,

and 95th percentile of the relevant variable. The summary statistics in rows 4 and 5

are conditional on at least one well being drilled on the unit. OGIP denotes “original

gas in place”, as computed in Gülen et al. (2015), and is measured in billions of cubic

feet of natural gas per square mile.

4 Evidence on primary terms and bunching of drilling

To study the role of lease expiration in motivating drilling in the Haynesville, we compare

the date that the first Haynesville well is spudded in each unit in our analysis sample to

the first date that a lease within the unit reaches the end of its primary term. In Panel

(a) of Figure 5, we present a kernel-smoothed distribution of spud timing relative to that

expiration date, along with a 95% confidence interval; in Panel (b) we present a histogram

of the same data. The substantial spike in the density prior to the expiration of the first

lease suggests that lease expiration is often a binding constraint. In Appendix B.1, we use a

formal bunching test to confirm that this spike is large and statistically significant. Further,

in Appendix B.2, Figure A.3, we show that wells drilled just before expiration are fully-

completed, producing wells: they do not exhibit remarkably low production, water inputs,

or reported drilling costs.

Some leases in the Haynesville have a built-in extension clause that allows the firm to

pay an additional bonus to extend the primary term by two years. Accordingly, a secondary

spike in drilling two years after the primary term expires is in evident both panels of Figure 5.

In Panel (a) of Figure 6, we split our sample into units in which the first lease to expire had

an extension clause versus units in which the first lease did not have such a clause. The

figure shows that units with extensions had a less pronounced drilling spike prior to the

expiration of the original primary term and a larger drilling spike prior to the expiration of

12



Figure 4: Time series of the Henry Hub, Louisiana natural gas 12-month futures
price, Haynesville leases signed, and the number of Haynesville wells spudded
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Note: Data include activity for units in our analysis sample, as defined in Section 3.4.

the extension term two years later.

It may be rational for operators to drill after the first lease expires if that lease does not

account for a large share of the overall leased acreage and the remaining leases do not expire

for some time. To examine this possibility, we calculate the amount of time from when the

first lease expires to the time at which 50% of all acreage would expire and then compare

units where that value is above versus below the median. In Panel (b) of Figure 6, we show

that when there is a shorter amount of time until 50% of lease acreage expires, there is

a more pronounced spike in drilling just before the first lease expires, consistent with this

intuition.
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Figure 5: Date of first drilling relative to first expiration date
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Note: Panel (a) is a kernel-smoothed estimate of the probability of drilling the first Haynesville well in a

unit on a given date, relative to the expiration date of the first lease within the unit to expire. Panel (b) is

a histogram showing the same data, in which each bar represents two months. Vertical lines are drawn at

the date of first lease expiration and two years after first lease expiration.

Figure 6: Timing of first drilling by extension status and number of total wells
eventually drilled

(a) Extensions vs no extensions
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(b) Longer vs shorter time until 50% expiration
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Note: Both panels present kernel-smoothed estimates of the probability of drilling the first Haynesville well

in a unit on a given date, relative to the expiration date of the first lease within the unit to expire. Vertical

lines are drawn at the date of first lease expiration and two years after first lease expiration. Panel (a) is a

comparison of units where the first expiring lease had a built-in two-year extension clause versus units where

the first expiring lease did not have any extension clause. Panel (b) compares units where the time elapsed

from first lease expiration to expiration of 50% of acreage is longer to those for which it is shorter.
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If the primary term is pushing firms to drill a well to hold leased acreage when drilling

was otherwise unprofitable, we would expect that many units would have only a single well

for an extended period of time. Indeed, of the units in our sample that have drilling, 74%

of them have only one well. In Panel (b) of Figure 2, and in Figure 3, we show that a large

fraction of drilled units only had one well, even as late as March, 2017.

The variation in shading in Figure 3 represents different unit operators. We find that

operators often have control of multiple contiguous units, which suggests that the drilling

patterns are not being driven by externalities like common pool inefficiencies or information

spillovers (see Kellogg and Reguant (2021) for a review of research on these topics). We

examine this possibility further in Figure A.2 in Appendix B.2, where we show that there is

a spike in drilling prior to primary term expiration regardless of whether the unit operator

controls nearby units or not.

5 Specification and estimation of a model of firms’

drilling and input choices

While the results presented in Section 4 show that primary terms cause bunching in drilling

timing, they do not tell us what would have happened in the absence of primary term

deadlines. For instance, the analysis does not tell us when wells drilled just prior to expiration

would have been drilled in a “no primary term” counterfactual nor whether they would have

been drilled at all. Moreover, if firms are forward-looking, the primary term can also hasten

drilling substantially before the deadline. The bunching analysis also does not shed light on

the effects of the royalty nor on any impacts of lease terms on water input choices.

To simulate these counterfactuals and then evaluate the effects of primary terms on sur-

plus outcomes, we develop a model of firms’ drilling timing and water input choice problem.

This section discusses how we specify and estimate: (1) the well-level production function,

including the effect of water use on wells’ output; (2) well-level profits; (3) the time series

processes for the prices of natural gas and drilling inputs; and (4) firms’ dynamic optimiza-

tion problem. We provide a summary of all estimated parameters near the end of this section

in Table V. Additional detail on the model and its estimation is provided in Appendix C.
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5.1 Production function

We specify the production function as Yij = g(θi, Xi,Wj, εij) for a well j drilled in unit

i. Yij denotes the present value of well j’s cumulative lifetime gas output (in millions of

mmBtu, henceforth trillions of Btu (TBtu)), θi are factors observed by the firm but not by

the econometrician, Xi represents observable covariates that may affect productivity, Wj is

water input (in gallons), and εij represents post-drilling output shocks that, unlike Xi and

θi, are unknown to the firm at the time of drilling.

We include water inputs Wj in our production function because we are interested in cap-

turing how lease royalties may reduce firms’ use of costly well inputs, beyond just distorting

drilling timing alone. These input distortions may be especially important in the modern

shale industry, in which water is used to fracture the hydrocarbon-bearing rock formation

and to convey proppant (specialized sand) that keeps fractures open. We focus on water in

particular because it is the input most commonly recorded in our data; the use of proppant

and other inputs is infrequently reported. We therefore think of measured water input Wj

as a proxy for all inputs into hydraulic fracturing; i.e., not just water itself but also prop-

pant (which Covert (2015) finds is correlated with water), labor inputs, pumping equipment,

chemical additives, and so on. Similarly, the water price series Pwt that we estimate in

Section 5.3 should be interpreted as capturing the marginal cost of this collection of inputs.

To estimate the production function, we start with the full sample of wells that have

both production and water records (see table I) and that can be mapped to a Haynesville

unit.7 We limit the sample to those wells that were completed between 2009 and 2013, when

most of the Haynesville drilling was completed and the state of fracking technology used in

the Haynesville was stable (Cadotte et al. 2017). For observable geology Xi, we use original

gas in place (OGIPi). We then specify the production function as equation (1):

Yij = β0 + β1Xi + θi + βw logWj + εij (1)

Water input Wj enters the production function in log form to reflect decreasing marginal

returns to water. This production function is additively separable with output Yij measured

in levels, not logs as in Covert (2015) or other applications using Cobb-Douglas assumptions.

We use this functional form because we find that water use and OGIP are, if anything, slightly

7Because wells vary slightly in horizontal length, we scale both water inputs and cumulative production
by well horizontal length such that both are standardized for a well with a length of 1485 meters.
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negatively correlated, rather than positively correlated as would be the case were log Yij on

the left hand side of Equation (1).8 Unlike Covert (2015), which models spatial heterogeneity

in the marginal productivity of water because that paper is primarily interested in how firms

learn about their local production function, we simplify the production function by assuming

there is a constant βw over space.

Estimating Equation (1) using OLS would yield inconsistent estimates for two reasons.

The first is a standard selection problem: if the decision to drill is selected on the unob-

servable θi, then β1 will be biased towards zero per the logic in Olley and Pakes (1996).

The second is measurement error that will attenuate the estimate of βw.
9 One source of

measurement error is incorrect recording of the volume of water used. For instance, we find

that where our data overlap with data in the FracFocus repository, wells’ water use records

do not always match. A second and likely more important source of measurement error is

a difference between the total volume of water used and that which actually contributes to

gas production — only the latter of which is represented by the logWj term in equation

(1). Frac jobs typically involve substantial losses of water into the formation that do not

contribute to the generation of fractures or, ultimately, gas production. These losses can

vary substantially across wells and are difficult for the firm to predict in advance because

they depend on the presence of natural fractures near the wellbore and the properties of

the frac fluid as it travels through the well and formation (Penny et al. 1985; Montgomery

2013; Yarushina et al. 2013). As a result, recorded water use exhibits a remarkably large

variance—with many outliers—that is largely unexplained by location or time effects.10 Un-

der an assumption that these water losses (in logs) are independent of logWj, they manifest

in our model as classical measurement error.

We therefore use a two-step procedure to identify all of the parameters in the production

function given in Equation (1). We first estimate the coefficient on logWj, βw, using a

semi-parametric instrumental variable specification. We later estimate β0 and β1, along with

8As OGIP is a significant driver of output and drilling decisions, a Cobb-Douglas production function
would imply that Wj should increase with OGIPi if firms choose Wj optimally. Instead, the correlation
between Wj and OGIPi in our data is -0.127 (-0.114 after controlling for month fixed effects). Because this
correlation is modest, and because specification (1) greatly simplifies the model’s solution (since each well’s
optimal Wj will be independent of its OGIPi and θi), we model production per specification (1) rather than
use a specification that allows the marginal productivity of water to decline with OGIPi and θi.

9The usual simultaneity concern in production function estimation—that unobserved productivity het-
erogeneity would bias the estimate of βw upwards—is not present here due to the additively separable
functional form of Equation (1).

10We plot the dispersion of water use in Figure A.4 in Appendix B.2.
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the variance of θi, by applying a maximum likelihood estimator to our full model, which

explicitly accounts for selection of which units are drilled (see Section 5.4).

Our strategy for identifying βw relies on the fact that firms’ choice of water input Wj

should depend on both the price of natural gas Pt and the price of water Pwt. Because we do

not observe Pwt, we use an instrumental variable approach where we predict water use for each

well using water use from all other wells drilled within the same month while partialling out

the contribution of geology via non-parametric controls for latitude and longitude (Robinson

1988). We do this using the IJIVE estimator proposed by Ackerberg and Devereux (2009).

Further details are in Appendix C.1. The identifying assumptions for IJIVE are that there is

no correlation in measurement error across wells drilled in the same month, and that there are

no time-varying factors other than Pt and Pwt that would affect Haynesville-wide time series

variation in water use and production during our sample. A potential violation of this second

assumption would be factor-augmenting technological progress, but our understanding is that

significant improvements in technology occurred after but not within our 2009–2013 sample

period (Cadotte et al. 2017). In fact, during this period both water use and production from

new wells actually slightly decreased on average (consistent with an overall decrease in Pt

and an increase in completion costs) rather than increased (see Figure A.4 in Appendix B.2.)

Using IJIVE, we find an estimate of βw equal to 2.41 TBtu. This estimate implies that

moving from the 25th to the 75th percentile of water (from 4.4 million gallons to 6.6 million

gallons) would increase production by 0.97 TBtu, which is approximately equal to one-half

the interquartile range of production (1.85 TBtu). The estimates are presented in Table

IV, column 1. We obtain a similar estimate of βw equal to 2.53 TBtu (column 2) using

the UJIVE methodology of Kolesàr (2013), which takes a similar leave-one-out instrumental

variable approach but handles covariates differently (see appendix C.1). Column 3 shows the

2SLS estimate where we use month fixed effects as an instrument and include flexible controls

for latitude and longitude in both stages (Li and Stengos 1996). Column 4 shows the OLS

estimate where we flexibly control for latitude and longitude (Robinson 1988). Consistent

with classical measurement error and the discussion in Ackerberg and Devereux (2009), both

the 2SLS and OLS estimates are biased towards zero, with the bias being greater for OLS

than for 2SLS.

The IJIVE and UJIVE estimates will themselves be biased towards zero if measurement

error is correlated across wells drilled in the same month. This assumption is not directly
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Table IV: Estimates of the impact of water input on gas production

IJIVE UJIVE 2SLS OLS
βw 2.41 2.53 1.86 1.15

(0.89) (0.95) (0.45) (0.22)
[0.76] – [0.61] [0.22]

N 2,019 2,019 2,019 2,019

Note: Estimates of βw from Equation (1). Production is measured in millions of mmBtu (TBtu); water is

measured in millions of gallons. Standard errors are clustered at the township level, with analytic standard

errors in parentheses and bootstrapped standard errors in brackets (using 5,000 bootstrap draws). Due to

UJIVE’s computational burden, we do not compute bootstrapped standard errors for UJIVE. The IJIVE

and UJIVE estimators do not produce traditional first-stage F statistics, so to assess first-stage fit we instead

project observed residualized log water onto predicted residualized log water. For IJIVE, the coefficient from

that projection is 0.52 (standard error = 0.18), and for UJIVE it is 0.50 (standard error = 0.17).

testable, though we have found that if we apply the IJIVE estimator while leaving out all

wells drilled in the same section, we obtain a larger but imprecise estimate of βw equal to

3.37 TBtu (clustered standard error = 2.14 TBtu). We have therefore also simulated our

main counterfactuals discussed in Sections 6 and 7 below using a value of βw = 3.50 TBtu,

finding results that are qualitatively similar.11

5.2 Drilling profits

If the firm operating in unit i drills its first well j in period t, it gets well-level profits πijt that

depend on profit-maximizing water use W ∗
ijt, the production function g(θi, Xi,W

∗
ijt, εij), the

natural gas price Pt, the royalty rate ki, the rig dayrate Dt, operating and gathering costs c,

and the share of acreage remaining under lease at the time of drilling fit. Profits also depend

on the severance tax s, the corporate income tax τ , and the effective corporate income tax

11When we set βw = 3.50 TBtu, we also re-estimate the water price intercept γ0 in Equation (5) and
the β0, σε, and α0 parameters estimated via maximum likelihood in Section 5.4. With these parameters,
the analysis in Section 6 continues to find modest effects of a primary term on total surplus in the presence
of a 25% royalty, with the effect positive for units with production greater than 2.4 TBtu. This result is
consistent with the intuition discussed in that section that primary terms are less effective at increasing
surplus when output depends strongly on firms’ input choices. The analysis from Section 7 continues to find
that a primary term slightly reduces the landowner’s revenue.
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rate on capital expenditure τc. The functional form for profits is given by Equation (2):

πijt = fit(1− τ)((1− s)(1− ki)− c)Ptg(θi, Xi,W
∗
ijt, εit)

− (fit(1− τ)(1− s+ ski) + τ − τc)(α0 + α1Dt)

− fit(1− τ)(1− s+ ski)PwtW
∗
ijt. (2)

The royalty ki is the acreage-weighted average royalty for the unit. The fraction of the

unit under lease fit determines what fraction of total profits go to the firm, as mineral owners

whose leases have expired become minority shareholders in the lease.

At the time of drilling, the firm pays a total rig rental payment that depends on the

rig dayrate Dt. We set α1 to be the average number of days required to drill a Haynesville

well in our sample: 59.3. The intercept α0 is unobservable fixed costs and is estimated via

maximum likelihood as discussed in subsection 5.4. Costs of water and associated fracking

inputs are denoted PwtW
∗
ijt, where Pwt is the price of water (the first-order condition for W ∗

ijt

is given in Appendix C.2).

The term c denotes operating and gathering costs paid to gathering pipeline operators

and other service providers. We treat these costs as proportional to the value of the gas

produced. To calibrate c, we use Gülen et al. (2015), which states that typical operating

and gathering costs cPt for the Haynesville shale were about $0.60/mmBtu in the earliest

years of Haynesville shale gas extraction. We divide $0.60/mmBtu by the average natural

gas price prevailing in 2009–2010 to arrive at c = 0.0963.

The severance tax s in Louisiana’s shale wells is 4% (Kaiser 2012).12 The combined state

and federal marginal corporate income tax rate τ is 40.2%, and the corporate income tax on

capital drilling expenditure τc is 36.8% (Metcalf 2010; Gülen et al. 2015).13 We assume that

both s and τ also apply to the owner’s royalty income.

12Louisiana’s severance tax on Haynesville shale wells becomes payable after either the well has been
producing for two years or the well’s drilling costs have been paid, whichever comes first (Kaiser 2012).
We simplify by assuming a tax of 4% on production revenue and allowing the firm to deduct drilling costs
(subject to revenue exceeding costs). In the event that the well does not “pay out”, some taxes are not owed
and the firm’s profit is given in Equation (A.7) in Appendix C.2.

13To calculate τc, we treat 50% of drilling expenditures as immediately expensable, while the remainder
must be capitalized and depreciated over time using the double declining balance method (Metcalf 2010).
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5.3 Price process and water price estimation:

When firms decide when to drill a well, they must form expectations about future prices.

Following Kellogg (2014), we model natural gas prices Pt and rig dayrates Dt as following

the Markov processes given by equations (3) and (4), respectively. The drift parameters κP0 ,

κP1 , κ
D
0 , and κ

D
1 allow for mean reversion. We assume that price volatility σP is constant. We

estimate κP0 and κP1 by regressing lnPt+1 − lnPt on Pt, using data from 1993 (when futures

prices are first reliably liquid) through 2008. We assume that κD0 = κP0 and κD1 = κP1 D̄t/P̄t,

so that dayrate mean reversion is proportional to that of natural gas prices.14 We treat each

period t as a calendar quarter and aggregate all data to this level.

lnPt+1 = lnPt + κP0 + κP1 Pt + σPηPt+1, (3)

lnDt+1 = lnDt + κD0 + κD1 Dt + σDηDt+1. (4)

Parameter estimates are shown in Table V and imply that the long-run mean natural gas

price is $3.92/mmBtu and the long-run mean dayrate is $7258 per day. We assume that the

shocks ηPt+1 and η
D
t+1 are drawn from an i.i.d. bivariate standard normal distribution, with a

covariance matrix that we estimate using the residuals of equations (3) and (4).

We do not observe the water price Pwt directly. We therefore model Pwt as a function of

Pt, Dt, and unobserved factors ωt per Equation (5):

logPwt = γ0 + γ1 logPt + γ2 logDt + ωt. (5)

To estimate Equation (5), we combine it with the first-order condition for water implied

by Equation (2) to obtain a projection of logWj onto logPt and logDt that recovers γ0, γ1,

and γ2. We obtain γ0 = -3.59, γ1 = 1.01, and γ2 = 0.24 (see Table V, where the standard

errors account for the variance in the estimate of βw). We apply Bayesian shrinkage to the

residuals to back out the disturbance ωt, and hence log Pwt, in each period. Further details

are in Appendix C.3.

The estimated ωt have an AR1 coefficient of 0.09 (with a standard error of 0.24). We

therefore assume that the ωt are not serially correlated, and we also assume that the ωt are

not realized until after firms make their drilling decisions each period. These tractability

14P̄t and D̄t denote the average price and dayrate, respectively, over 1993–2008.
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assumptions imply that while ωt affects firms’ water choice and production for any drilled

wells, the dynamic model need not track ωt as a state variable.

5.4 Dynamic problem and simulated maximum likelihood

We now turn to the firm’s dynamic drilling problem. The firm solves an optimal stopping

problem, deciding in each quarter whether to drill or to wait. For each unit i in each period

t, the firm faces the following state variables when making its decision:

• The gas price Pt and rig dayrate Dt

• The unit’s royalty ki and the unit’s schedule of acreage expiration, given by the vector

fit. The elements of fit are fit, fi,t+1, fi,t+2,..., which denote the share of unit acreage

that will remain leased (i.e., unexpired) in t and all future periods.

• Observable (to the econometrician) productivity shifters Xi (i.e., OGIP), and an un-

observable (to the econometrician) productivity shifter θi

When the firm drills its initial well in some period t, it can either drill one or multiple

wells at that date. Drilling one well gives it an infinite timeline to drill additional wells with

the acreage held at fit. In our estimation and counterfactuals, we assume that the pooling

unit has space for a total of M = 3 wells.15 Conditional on no previous drilling, the firm

can choose to drill m = 0, 1, 2, or 3 wells. All wells drilled within the unit are assumed to

have the same expected productivity (β0 + β1Xi + θi); we abstract away from learning or

other interactions between wells drilled in the same unit that may cause optimal water use

or production to vary across wells.

Payoffs to drilling and not drilling each potential well also involve cost shocks ν1it and ν
0
it,

respectively, which are i.i.d. draws from a type-1 extreme value distribution with standard

deviation σν . These shocks are necessary for rationalizing the data because our model

abstracts away from factors such as rig availability, well interference, learning, and financial

frictions that might affect firms’ drilling timing decisions (Hodgson 2018; Steck 2018; Agerton

2020; Gilje et al. 2020). The larger σν is, the less sensitive are the model’s simulated drilling

probabilities to factors such as prices, unit productivity, and impending lease expiration.

15The mean number of wells in a unit, conditional on at least 2 wells being drilled, is 3.2.

22



Let Sit denote the set of observable state variables (all but θi). The Bellman equation is:

Vi,t(Sit, θi) = EPwt,ν1it,ν
0
it

[
max

{
δE[Vi,t+1|Sit, θi] + fitMν0it,

max
m∈{1,..,M}

[
m(EPwt [πit(Sit, θi)] + fitν

1
it) + (M −m)(δE[Ũi,t+1,t|Sit, θi] + fitν

0
it)
]}]

(6)

Vi,t(Sit, θi) gives the firm’s unit-level expected value at date t after learning Sit and θi,

but prior to learning Pwt, ν
1
it, and ν

0
it. δ is the discount factor, set equal to 0.909 (Kellogg

2014). The first line of Equation (6) is the continuation value of not drilling. In the second

line, EPwt [πit(Sit, θi)] is the expectation of static well-level profits πit(Sit, θi) from Equation

(2), taken over water prices Pwt.
16 The total number of wells the firm chooses to drill when

it first drills is m, and E[Ũi,t+1,t|Sit, θi] gives the per-well continuation value of a unit that

is held by production as of date t. In Appendix C.4, we show that this model implies an

ordered logit specification for drilling 0, 1, or M wells each period.

The parameters to be estimated are: β0 and β1 from the production function (Equation

(1)), the drilling cost intercept α0, the scale parameter σν of the νit cost shocks, the standard

deviation σθ of the θi, and the standard deviation σε of the εij. We assume θi and εij have

mean-zero lognormal distributions. We estimate this set of parameters—which we denote

by Ω—using simulated maximum likelihood, similar to Kellogg (2014) and Agerton (2020).

This nested fixed point procedure (Rust 1987) simulates, for given parameters Ω, unit-level

probabilities that the unit’s first well is drilled in each period t and expected output Eεij [Yit]

conditional on drilling, given the unit’s time path of observed state variables {Sit} (which we

denote Si), a value for θi, and the time path of water prices {Pwt}. This empirical strategy

assumes that units’ royalties ki and schedules of acreage expiration fit are independent of θi.

This assumption is a consequence of the fact that we do not otherwise impose structure on

how lease terms are determined in our econometric model. In practice, the observed variation

in lease terms is limited but exhibits some dependence on units’ OGIP, as discussed in Section

3.3 and Appendix B.2.

For each unit i, let the indicator variable Iit equal 1 if unit i is first drilled in quarter

t in the data. The indicator Ii0 equals 1 if the unit is not drilled by Q4 2013, so that

16In practice, we have found that EPwt
[πit(Sit, θi)] is nearly indistinguishable from πit(Sit, θi) evaluated

at E[Pwt|Sit], so to save computation time our model implements the latter when computing drilling prob-
abilities and continuation values.
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∑
t Iit + Ii0 = 1 ∀i. Let Pr(Iit = 1|θi,Ω,Si) be the model’s simulated probability that unit

i is drilled in quarter t, with Pr(Ii0|θi,Ω,Si) denoting the simulated probability that the

unit is not drilled. For drilled units, let f(Yij|θi,Ω, Sit, Pwt, t) denote the pdf of the well’s

simulated production conditional on drilling at t, evaluated at the well’s actual production

Yij. The simulated likelihood integrates over the distribution of θi, denoted as ψ(θi|σθ) (see
Appendix C.6.1 for details). The log likelihood, letting {Si} denote the set of Si, is:

LL(Ω, {Si}, {Pwt}) =
∑
i

[
Ii0 · log

(∫
θ

Pr(Ii0 = 1|θ,Ω,Si)ψ(θ|σθ)dθ
)]

+
∑
i

∑
t

[
Iit · log

(∫
θ

Pr(Iit = 1|θ,Ω,Si)f(Yij|θ,Ω, Sit, Pwt, t)ψ(θ|σθ)dθ
)]

(7)

We estimate the model using a subset of our analysis sample that we defined in Section

3.4 and used in Section 4. For each unit, define its “start date”—after which time the model

considers drilling to be possible—as the date at which leased acreage in the unit reaches its

maximum. We restrict the sample to units: (1) whose start date is within the 2009–2013

period used to estimate βw (as discussed in subsection 5.1); (2) whose leased acreage weakly

declines over time after the start date;17 and (3) that do not experience drilling before the

start date. We impose these restrictions to remain agnostic about the process of adding

acreage to an existing unit and to avoid modeling how units starting before 2009 survive

without drilling into the 2009–2013 sample window. We also drop units for which royalty

rates or leased acreage data are either missing or likely to be inaccurate (see Appendix C.5).

Our final estimation sample contains 241 units, of which 73 experienced drilling. This rate

of drilling is lower than that of analysis sample from Section 3.4 (in which 712 of 1,226 units

were drilled). This difference is likely a consequence of the fact that the estimation sample

selects units that reached their start date in 2009 or later.

5.5 Estimates, model fit, and drilling profits

The maximum likelihood estimates of Ω ≡ {β0, β1, σθ, σε, α0, σν} are presented in Table

V, where the standard errors are clustered on township (to account for spatial correlation

across nearby sections) and account for the fact that the parameters associated with water

17Following the evidence from Section 4, we assume that leases expire at the end of the potential extension
term if we observe an extension clause. We assume no further extensions are possible after the initial
extension.
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Figure 7: Fit of estimated model to the drilling data

(a) Cross section of drilling vs productivity
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(b) Time series of units drilled per quarter
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Note: In Panel (a), we plot the following unit-level variables against each unit’s OGIP: whether the unit

was ever actually drilled (circles plotted at 0 or 1), a lowess fit to actual drilling (solid line), the simulated

probability the unit is ever drilled (x’s), and a lowess fit to the simulated probability (dashed line). In Panel

(b), we plot the number of times each quarter in which a unit is drilled for the first time, in both the actual

data (circles) and estimated simulation (solid line). Plotted data include all units in the estimation sample.

input choices (βw, γ0, γ1, and γ2) and rig rental costs (α1) are estimated in earlier stages (see

Appendix C.6.2). In Figure 7, we show that the unit-level drilling simulated by the estimated

model fits the data well in both the cross-section (Panel (a)) and time series (Panel (b)).

The estimated scale parameter σν of the type-1 extreme value drilling cost shocks is

$1.42 million, before taxes. The estimate of the drilling cost constant α0 is pinned down

by fitting the model’s overall simulated rate of drilling (73.0 of 241 units at the parameter

estimates) to actual drilling (73 of 241 units). The estimate of α0 = $3.26 million implies

that the estimated average drilling and completion cost (including water input) for a well

drilled during our 2009–2013 sample is $10.1 million, which is in the range of accounting

costs summarized in Table I.18

We find that OGIP and unobservable productivity are empirically important features of

the production function. For the output Equation (1), we estimate the coefficient on OGIP

β1 = 17.3 TBtu per unit of OGIP (measured in trillion cubic feet per square mile), and

σθ = 0.789 (implying a standard deviation of θ in levels of 1.27 TBtu), both of which are

18The $10.1 million estimate includes rig expenditures evaluated at the sample average dayrate, average
water expenditures based on water prices during the sample and simulated water input per well, and the
expected realization of the cost shock conditional on drilling.
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Figure 8: Estimated firms’ profits from the first well drilled in each unit of the
estimation sample versus the percentage of unit acreage scheduled to expire
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Note: Each observation represents the first well drilled in each of the 73 units drilled in the estimation

sample. The horizontal axis plots the percentage of acreage in the unit that is scheduled to expire following

the quarter-of-sample in which drilling occurred. The vertical axis plots each well’s estimated profits.

statistically significant at the 1% level. The estimate of β1 is driven by the correlation of both

output and drilling hazards with OGIP in the data. Had we not modeled the unobservable θ,

the estimate would be biased towards zero due to selection of drilling on θ (Olley and Pakes

1996). Indeed, the estimate of β1 obtained from simply projecting well-level output on unit-

level OGIP in the estimation sample is just 12.7 TBtu per unit of OGIP. Moreover, when

we project output on OGIP and on the model’s simulated probabilities (at the parameter

estimates) that each unit is ever drilled in-sample, the coefficient on the drilling probability

is -6.3 TBtu. Consistent with selection on θ, this negative coefficient implies that wells

drilled at locations and times when the model thinks drilling would be unlikely, based on all

observables Sit, are more productive than expected based on OGIP alone. This correlation

between output (conditional on OGIP) and drilling probability drives the estimate that σθ

is large and statistically significant.

We use the estimated model to quantify the realized profits firms earned from the first

well drilled in each unit in the estimation sample.19 In Figure 8, we show how these profits

vary with the share of unit acreage that is scheduled to expire within one calendar quarter

19Our estimates of realized profits account for the expected value of the cost shock ν, conditional on
drilling. We also integrate over the distribution of productivities θ for each unit, using Bayes’ rule to infer
the probability that a firm of productivity θ drilled the unit.
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of drilling. Wells drilled when no acreage is about to expire (the observations on the vertical

axis) tend to be highly profitable, earning $1.18 million on average. In contrast, wells drilled

when more than 10% of acreage is about to expire earn average profits of just $0.24 million,

and 37% of such wells actually lose money. The low or negative profitability of these wells

is consistent with the notion that firms drilled them primarily to hold acreage and preserve

the option to drill additional wells in the future.

6 Effects of royalties and primary terms on drilling,

input choice, production, and total surplus

How do contract terms affect drilling, input choice, production, and surplus? We first use

our estimated model to simulate outcomes for a hypothetical unit that has the average OGIP

from our estimation sample and θ = 0. We simplify the unit’s leasing structure by assuming

that it is covered by a single lease. We assume that the unit can accommodate up to 3 wells

and that drilling one well is sufficient to hold the unit by production. We fix the unit’s start

date to be the first quarter of 2009 and simulate outcomes from that date forward, taking

an expectation over the possible paths for natural gas prices and rig dayrates.

We study outcomes for four types of contracts: (1) a lease with no royalty and no (i.e.,

an infinite) primary term, so that the lease maximizes total surplus; (2) a lease with a 25%

royalty and no primary term; (3) a lease with no royalty and a 5-year primary term; and

(4) a lease with a 25% royalty and 5-year primary term. We choose a 25% royalty because

this value is the modal royalty in the data, and we choose a 5-year primary term because

the modal lease has a 3-year term and a 2-year built-in extension. When modeling cases

involving a primary term, we follow our assumption from Section 5 that the original lessee

has a terminal payoff of zero should the lease expire without drilling having taken place.

Following an expiration, we capture the remaining option value of the undrilled unit by

modeling an infinite-horizon lease with the same royalty and same productivity level.

We find that the royalty and primary term have a large effect on the timing of drilling.

In Figure 9, we present quarterly first-well drilling probabilities and hazards for a mean

productivity unit under each of these leases. We find that a 25% royalty substantially reduces

the likelihood of drilling each period: Absent a primary term deadline, the probability that
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Figure 9: First-well drilling probabilities and hazards for a mean-productivity unit,
with and without a 25% royalty and 5-year primary term

(a) Quarterly drilling probabilities
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(b) Quarterly drilling hazards
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Note: Graphs compare expected drilling timing for four scenarios: 0% royalty and no primary term (black

line, and total surplus maximizing), 25% royalty and no primary term (gray line), 0% royalty and 5-year

primary term (dashed black line), and 25% royalty and 5-year primary term (dashed gray line). In Panel

(a), we show drilling probabilities; in Panel (b), we show drilling hazards. Simulations are for a mean

productivity unit (mean OGIP and θ = 0) starting in Q1 2009. Probabilities and hazards shown after

primary term expiration correspond to an infinite-horizon lease with the same royalty and productivity.

Probabilities and hazards are expectations over all possible price paths starting from conditions in Q1 2009.

the unit is drilled within 10 years is 58% with no royalty and 21% with a 25% royalty.20 This

large effect of the royalty on drilling probabilities is similar to the result in Bhattacharya et

al. (2018) that royalties on state-owned parcels in New Mexico substantially reduced drilling

there. We further find that, in addition to delaying drilling, the royalty reduces water input

and production conditional on drilling. Average simulated water use for a well drilled within

10 years of the unit’s start is 7.8 million gallons with no royalty, but it is 5.8 million gallons

with a 25% royalty. This input difference leads expected gas production per well to be 2.6

TBtu with no royalty but 1.9 TBtu with a 25% royalty.21

Because of the delay and input choice distortions, imposing a 25% royalty on a lease with

no primary term deadline reduces total surplus from $2.60 million to $1.71 million (these

values are post-tax and include expected surplus earned beyond the 10-year window shown

20The drilling probability and hazard increase over time in our simulations because the rig dayrate de-
creases in expectation after Q1 2009.

21If we isolate the direct royalty distortion channel (by fixing the price and dayrate at their Q2 2009
levels), we find similar results.
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in Figure 9 if drilling does not occur within 10 years). Of that surplus loss, 43% arises from

the water input distortion, with the remainder coming from the drilling timing distortion.22

In Figure 9, we also show drilling probabilities and hazards under a 5-year primary term,

both with and without a 25% royalty. In both cases, the primary term causes drilling to

bunch at the deadline, echoing our descriptive results from Section 4. Without the royalty,

the primary term causes drilling to be substantially more likely than under the surplus-

maximizing counterfactual of no royalty and no primary term. This distortion reduces total

surplus from $2.60 million to $2.14 million, where the latter number includes the unit’s

option value after primary term expiration if it is not drilled during the primary term.

When we account for the royalty, however, the increase in drilling probability induced by

the primary term draws the drilling rates closer to, rather than farther from, those obtained

under the surplus-maximizing lease. During the 5-year primary term (with a 25% royalty),

the overall probability of drilling is 25%, relative to 30% under a surplus-maximizing lease

and just 8% for a royalty-only lease. Thus, relative to a royalty-only lease, adding a primary

term slightly increases total surplus by 2.8%, from $1.71 million to $1.76 million.23

Productivity varies across the Haynesville Shale, and the effects of primary terms could

depend on that productivity. In Table VI, we summarize our simulation results for the

mean-productivity unit as well as for a low-productivity unit (10th percentile OGIP and

θ = 0), a high-productivity unit (90th percentile OGIP and θ = 0), and for the average

over all productivity types implied by our estimates (where the distribution of productivities

accounts for both the distribution of OGIP in our estimation sample and the distribution of

θ). We plot average (over all productivity types) drilling probabilities and hazards for each

lease condition in Figure 10.

The effect of a primary term on drilling and surplus varies depending on the underlying

productivity of the unit. Low-productivity units are naturally associated with lower proba-

bilities of drilling and lower output conditional on drilling than are high-productivity units.24

For each productivity type, the 25% royalty delays drilling and reduces both water use and

22We quantify the surplus loss from the water distortion by computing the per-period change in profits
and royalties, conditional on drilling, when a royalty is imposed, multiplying these changes by each period’s
drilling probability in the absence of a royalty, and then taking the discounted sum.

23If we were to exclude post-expiration option value from our total surplus calculation, we would find
that the primary term decreases total surplus to $0.76 million.

24Low-productivity units have higher water use conditional on drilling than high-productivity units be-
cause low-productivity units are more likely to be drilled under high gas prices or low water prices.

30



Table VI: Simulated impacts of a 25% royalty and 5-year primary term on unit outcomes

No royalty 25% royalty No royalty 25% royalty
Outcome no pri term no pri term 5-year term 5-year term

Mean-productivity unit
Prob(drilled within 5 years) 29.7% 7.9% 90.4% 25.3%
Prob(drilled within 10 years) 57.9% 21.5% 94.2% 36.3%
Water use (million gal) | drlg 7.8 5.8 7.5 5.7
Gas production (TBtu) | drlg 2.6 1.9 2.5 1.9
Total surplus ($million) 2.60 1.71 2.14 1.76

10th percentile OGIP unit
Prob(drilled within 5 years) 1.6% 0.8% 3.6% 1.4%
Prob(drilled within 10 years) 6.9% 3.8% 8.8% 4.4%
Water use (million gal) | drlg 8.3 6.0 8.2 5.9
Gas production (TBtu) | drlg 1.6 0.8 1.6 0.8
Total surplus ($million) 0.37 0.29 0.36 0.29

90th percentile OGIP unit
Prob(drilled within 5 years) 78.6% 34.3% 100.0% 92.6%
Prob(drilled within 10 years) 95.7% 61.7% 100.0% 95.7%
Water use (million gal) | drlg 7.3 5.5 7.2 5.3
Gas production (TBtu) | drlg 3.4 2.7 3.4 2.6
Total surplus ($million) 8.06 6.04 7.89 6.24

Mean over all productivities
Prob(drilled within 5 years) 40.1% 22.4% 60.7% 42.2%
Prob(drilled within 10 years) 53.1% 35.0% 64.1% 46.7%
Water use (million gal) | drlg 7.4 5.4 7.4 5.3
Gas production (TBtu) | drlg 3.5 3.0 3.3 2.8
Total surplus ($million) 5.63 4.66 5.49 4.73

Note: Reported drilling probabilities are for the first well in the unit. Reported water use and gas production

are for the first well and conditional on drilling within the first 10 years of the unit. The mean productivity,

10th percentile OGIP, and 90th percentile OGIP results assign θ = 0. The “mean over all productivities”

results report outcomes that are averaged across the distribution of productivities in the estimation sample

of units, accounting for both the distribution of OGIP values in the estimation sample and the estimated

distribution ψ(θ). Reported surplus values are post-tax.

gas production, leading to a substantial reduction in total surplus. Absent a royalty, a 5-

year primary term would also reduce total surplus for all productivity types, since it would

increase the probability of drilling above that associated with the no-royalty, no primary

term contract. But after accounting for the royalty, the increase in drilling induced by the

primary term tends to better align the overall likelihood of drilling the unit’s first well with
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Figure 10: Mean (over all productivities) first-well drilling probabilities and hazards,
with and without a 25% royalty and 5-year primary term

(a) Quarterly drilling probabilities
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(b) Quarterly drilling hazards
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Note: Graphs compare expected drilling timing for four scenarios: 0% royalty and no primary term (black

line, and total surplus maximizing), 25% royalty and no primary term (gray line), 0% royalty and 5-year

primary term (dashed black line), and 25% royalty and 5-year primary term (dashed gray line). In Panel (a),

we show drilling probabilities; in Panel (b), we show drilling hazards. Probabilities are the average over all

unit-level productivities (per the distributions of OGIP and θ), starting in the first quarter of 2009. Hazards

are computed from the average probabilities and account for selective drilling by higher-productivity types.

Probabilities and hazards shown after primary term expiration correspond to an infinite-horizon lease with

the same royalty and productivity. Probabilities and hazards are expectations over all possible price paths

starting from conditions in Q1 2009.

that achieved by the no-royalty, no primary term contract, as shown in Table VI and Figure

10. The primary term modestly increases total surplus for all but low-productivity units.

Averaged across all units, total surplus with a 25% royalty and 5-year primary term is 1.5%

greater than total surplus with a 25% royalty and no primary term ($4.73 million vs. $4.66

million). Put another way, the primary term recovers 7.3% of the $0.98 million surplus loss

imposed by the 25% royalty.

The increase in total surplus induced by the primary term is modest for three reasons.

First, the resulting time profile of drilling probabilities still does not match that of a surplus-

maximizing lease—the bunching at the deadline remains distortionary. Second, the primary

term only influences the drilling of the first well, not later wells. Third, the primary term does

not affect water input choice conditional on drilling. We examine the relative importance of

these mechanisms by simulating cases in which we allow only one well per unit or we shut
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Table VII: Increase in total surplus induced by a 5-year primary term, as a percent of the
surplus loss induced by a 25% royalty

3 wells/unit 1 well/unit 3 wells/unit 1 well/unit
βw =2.41 TBtu βw =2.41 TBtu βw = 0 TBtu βw = 0 TBtu

7.3% 21.0% 17.2% 42.6%

Note: Simulated surplus values are post-tax and averaged across the distribution of productivities in the

estimation sample of units, accounting for both the distribution of OGIP values in the estimation sample and

the estimated distribution ψ(θ). Values are for a unit starting in Q1 2009 and are taken as an expectation

over all possible price paths.

down firms’ water input decision by setting βw = 0 (and then re-estimating the model’s γ0,

β0, α0, and σε parameters). We present the results of these simulations in Table VII. When

we allow the unit to accommodate only one well, we find that that a 5-year primary term

recovers 21.0% of the surplus loss induced by the royalty (averaging across all productivity

types). The corresponding percentage for the model with no water input is 17.2%, and

that for the model with one-well units and no water input is 42.6%. Thus, primary terms

appear to be more effective at counteracting the surplus-reducing effects of the royalty in

conventional, non-shale gas settings in which each well can only hold the acreage it drains

and large fracking jobs are not required.

7 Mineral owners’ revenue-maximizing lease contracts

7.1 Conceptual framework

Thus far, we have studied how royalties and primary terms impact drilling outcomes and

total surplus from a mineral lease. This section examines how lease terms affect the expected

discounted revenue received by the mineral owner. Addressing this question requires that

we model how the up-front bonus payment is determined, which in turn requires a model of

the leasing process and mineral owners’ objectives and beliefs.

We assume the owner’s goal is to maximize expected revenue, that the owner can make a

take-it-or-leave-it (TIOLI) lease offer to the firm, and that the firm has private information

about productivity.25 This framework has been used to study effects of royalties in auctions

25There may be factors other than expected revenue that enter into mineral owners’ objective function.
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of state-owned leases, where the royalty reduces the up-front bonus payment while still

potentially increasing the owner’s total expected revenue (Bhattacharya et al. 2018; Ordin

2019; Kong et al. 2022). As discussed in Hendricks et al. (1993) and Skrzypacz (2013),

the royalty compresses firms’ type space, reducing their information rent and increasing

the owner’s total payoff. However, the royalty also distorts firms’ drilling incentives, and

the owner’s revenue-optimal royalty trades off information rent reduction against incentive

distortions.

The assumption that the owner can make a TIOLI offer is strong since private mineral

leases are typically not allocated using organized auctions (Covert and Sweeney 2019). We

adopt it because it allows for a tractable model and for our results to be compared to those

from prior work. The fact that Haynesville leases include royalties suggests that owners

have at least some bargaining power, since if firms could make TIOLI offers the equilibrium

contracts would not include a contingent payment (Skrzypacz 2013).

Unlike papers using oil and gas auction data, we do not observe bonus bids and must

make assumptions about what information is common knowledge and what is known only

to firms. We assume the owner knows the value of OGIP, the values of all parameters, all

price paths, and the distribution ψ(θ), but that it does not know the true value θi.
26 As in

our analysis in Section 6, we simplify the unit’s leasing structure by assuming it is covered

by a single lease, abstracting away from interactions among different mineral owners within

a unit.

In our simulations, the owner makes a TIOLI lease offer at t = 0 to a single firm of

unknown type θi.
27 If the firm accepts the offer, then starting at t = 1 it operates the

lease per the model from sections 5 and 6. The offer includes a bonus, royalty, and primary

term (which may be infinite). For a given royalty and primary term, we assume the bonus

is set optimally so that it trades off, on the margin, the owner’s immediate revenue gain

For instance, owners may be risk-averse or risk-loving, may have discount rates or tax incentives that differ
from those of the firm, or may experience disutility from having an oil and gas lease. We have explored this
last possibility by simulating an alternative model in which the owner loses $0.1m of value each year the
unit is under contract (and in perpetuity if the unit is drilled). In the specification with one well per unit
and no water input, a 5-year primary term increases the owner’s value by 6.6% rather than the 0.7% shown
in the bottom half of Table VIII.

26We also examine a scenario in which the owner knows the distributions of θ and OGIP but not the
exact value of either. We find that adding uncertainty about OGIP increases the dispersion of productivity
only slightly, and results are similar to those presented here.

27A 2010 survey of mineral lessors in the Marcellus Shale in Pennsylvania found that only 21% of them
spoke with more than one company before signing a lease (Ward and Kelsey 2011).
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Figure 11: Expected owner value and total surplus vs. royalty rate

(a) Endogenous water choice
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(b) Fixed water choice
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Note: Graphs show how expected owner value (solid lines) and total surplus (dashed lines) change as the

royalty rate varies, with no primary term. In Panel (a), we show results when firms endogenously choose

water inputs; in Panel (b), we show results with fixed water use. Values are post-tax for a unit with mean

OGIP, taken as expectations over ψ(θ) and all possible price paths starting from conditions in Q1 2009.

from a higher bonus against the loss of revenue from types who decline the offer. Thus,

our incorporation of the bonus payment allows for the possibility that the lease may not be

executed, unlike in our analysis in Section 6.

7.2 Revenue-maximizing royalties with no primary term

The mineral owner’s payoff is maximized by a positive royalty rate. In Figure 11, we show

how the royalty rate affects the mineral owner’s payoff for a unit with the mean value of

OGIP and no primary term. In Panel (a), which presents our baseline specification from

Section 5, the owner’s revenue-maximizing offer is a royalty rate of 25% with a bonus of

$0.86 million. Under these contract terms, there is a 48% probability that the firm accepts

the contract. The owner’s total expected value is $2.39 million.

When we shut down firms’ water input choice (i.e., set βw = 0), the owner’s revenue-

maximizing royalty rate is substantially higher—39% rather than 25%—as shown in Panel

(b) of Figure 11. This result highlights that in the shale oil and gas industry, where frack-

ing inputs are an important determinant of production, the revenue-maximizing royalty is

affected by moral hazard in firms’ input choices, not just drilling timing. Previous work
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Figure 12: Expected owner value and total surplus vs. primary term

(a) Endogenous water choice, 3 wells per unit
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(b) Fixed water choice, 1 well per unit
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Note: Graphs show how expected mineral owner value (solid lines) and total surplus (dashed lines) change

as the primary term varies, holding the royalty fixed. In Panel (a), we show results when firms endogenously

choose water inputs, the unit accommodates 3 wells, and the royalty is 25%. In Panel (b), we show results

when water use is fixed, the unit accommodates 1 well, and the royalty is 39%. Values are post-tax for a

unit with mean OGIP, taken as expectations over ψ(θ) and all possible price paths starting from conditions

in Q1 2009.

on owner-optimal royalties (Bhattacharya et al. 2018; Ordin 2019; Kong et al. 2022) has

heretofore only considered the second of these effects.

We also evaluate how the royalty rate affects total surplus, continuing to assume that

for a given royalty rate, the bonus is set to maximize the owner’s revenue. We find that the

surplus-maximizing royalty is lower than the owner’s revenue-maximizing royalty, as is clear

from the plots in Figure 11. Still, the royalty that maximizes total surplus is strictly greater

than zero because a very low royalty rate leads the owner to set a high bonus payment, which

excludes a large set of firm types.

7.3 Impacts of primary terms on mineral owners’ revenue

To evaluate the impact of a primary term on the owner’s revenue, we must model how the

owner proceeds should the initial primary term expire without drilling. We assume that upon

expiration, the owner makes a TIOLI renewal offer to the firm, wherein the new lease has

the same royalty and primary term as the initial lease, and the bonus is revenue-maximizing
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given the gas price and rig dayrate on the original lease’s expiration date. Renewal offers

then continue with each lease expiration until the firm either drills or rejects an offer.28

We begin by evaluating the owner’s payoff at different primary term lengths, using our

baseline model evaluated at the sample mean OGIP,29 and with the owner-optimal royalty

of 25% from subsection 7.2. In Panel (a) of Figure 12, we show that the owner’s expected

value is slightly increasing in primary term length and is in fact maximized at an infinite

primary term. In Table VIII, we show the effects of primary terms on equilibrium contracting

outcomes and the division of surplus. An infinite primary term results in owner expected

revenue of $2.39 million, while 5-year and 3-year primary terms result in expected revenue

of $2.31 million and $2.29 million, respectively. This value reduction is associated with a

reduction in the initial bonus ($0.86 million with an infinite term vs. $0.61 million with a

5-year term) and a reduction in the share of firms that accept the contract (48% with an

infinite term vs. 39% with a 5-year term). The reduction in contract acceptance then leads

total surplus to increase in primary term length as well, as shown in Figure 12 and Table

VIII.

When we shut down water use and one allow the lease to accommodate one well, we

find that a primary term can increase surplus. In Panel (b) of Figure 12, we report results

from this case, where we set the royalty at the owner-optimal royalty of 39% (per Subsection

7.2).30 Now, we find that a primary term slightly increases the owner’s value, from $1.14

million with an infinite primary term to $1.15 million with a 5-year term. As shown in Table

VIII, imposing a primary term does not substantially reduce firms’ participation under the

optimal bonus, and total surplus is then greater with a primary term than without one.

The intuition driving these results stems from two opposing forces. First, as discussed

in Section 6, the primary term can increase total surplus by counteracting the royalty’s

28In modeling renewals, we assume the mineral owner believes it faces the original distribution of firm
types. In principle, the owner should realize that a high-type firm would likely have already drilled by the
expiration date, and a low-type firm would not have accepted the original contract. However, allowing beliefs
to be updated in this manner would result in an intractably complicated state space. Appendix D discusses
how we model lease bonuses and renewals in more detail.

29The pattern of results shown in Figure 12 and Table VIII—a primary term slightly decreases owner
value and total surplus in the baseline model but slightly increases it in the single-well, no water input
model—holds for each OGIP decile.

30If we instead study this case with a 25% royalty, we find that the primary term slightly decreases the
owner’s value (from $1.06 million with no primary term to $1.04 million with a 5-year term and $1.03 million
with a 3-year term). Primary terms reduce the owner’s value in this case because the 25% royalty is too low,
such that drilling is under-distorted relative to what would maximize the owner’s value.
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Table VIII: Summary of simulations of the impacts of royalty and primary term combina-
tions on owner’s value and total surplus, with an initial bonus that maximizes owner value

Owner Total Initial Share of firms
value surplus bonus participating

Baseline model
No royalty, no primary term $1.83m $3.53m $7.84m 23.4%
25% royalty, no primary term $2.39m $3.88m $0.86m 48.3%
39% royalty, no primary term $2.10m $2.96m $0.39m 60.2%
25% royalty, 5 yr. primary term $2.31m $3.77m $0.61m 39.4%
25% royalty, 3 yr. primary term $2.29m $3.73m $0.48m 37.4%

One well per unit, no water input
No royalty, no primary term $0.78m $1.47m $2.95m 26.4%
25% royalty, no primary term $1.06m $1.70m $0.71m 40.0%
39% royalty, no primary term $1.14m $1.60m $0.18m 50.8%
39% royalty, 5 yr. primary term $1.15m $1.62m $0.10m 49.6%
39% royalty, 3 yr. primary term $1.15m $1.63m $0.07m 49.3%

Note: “Baseline model” is our estimated model from Section 5. For cases with a primary term, upon

expiration the original firm has the option to extend the lease by paying another bonus. Each extension

involves the same royalty rate and term length as the original lease. Values are post-tax for a unit with mean

OGIP, taken as expectations over ψ(θ) and all possible price paths starting from conditions in Q1 2009.

distortion to the drilling timing of the lease’s first well. This effect also benefits the owner.

Its value is greatest in the model with one well per lease and no endogenous inputs, since in

that model the primary term directly addresses the royalty’s only distortion, which is itself

large due to the size of the royalty. Second, the primary term effectively increases dispersion

in the type space at the time the lease is offered, since the deadline affects low θ types more

adversely than high θ types. This effect is the opposite of that of the royalty and reduces

the owner’s value. Moreover, the owner responds to this effect by setting the bonus so that

fewer types agree to the lease offer, reducing total surplus. This second effect outweighs the

first in our baseline model but not when we set βw = 0 and model only one well per unit.

We formalize this intuition using an alternative version of our model that is analytically

tractable but abstracts away from some features of our computational model: it omits rig

dayrates Dt and the cost shocks νit, and it assumes that the lease can only accommodate a

single well. This model, which is presented in Appendix E, draws from Laffont and Tirole

(1986) and Board (2007) to characterize a TIOLI menu of contracts that the owner can
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offer the firm in order to maximize its expected revenue. We find that the optimal contract

includes a contingent payment paid at the time of drilling that consists of two components:

a royalty on total revenue and a fixed payment that could be positive or negative. We show

that if βw is sufficiently small, the fixed payment is made from the owner to the firm and

functions similar to a primary term: it incentivizes earlier drilling to counteract the delay

effects of the high royalty rate. If βw is sufficiently large, however, the fixed payment is

made from the firm to the owner—in addition to a relatively small royalty—further delaying

drilling and playing a role opposite that of a primary term.

8 Conclusion

This paper begins by presenting evidence that primary terms embedded into mineral leases

in the Haynesville Shale in Louisiana have led to substantial bunching in the timing of firms’

drilling activity. While this bunching is distortionary, it also hastens drilling, counteracting a

delay distortion induced by lease royalties. We study these effects using an estimated model

that incorporates two important features of the Haynesville Shale: the large impact of water

input choices on production, and the fact that drilling one well on a unit gives the firm the

option to drill follow-up wells. We find that a primary term can modestly increase the total

expected surplus from a mineral lease with a 25% royalty rate. When we use an alternative

model that shuts down these two features, we find that primary terms are considerably more

beneficial. Finally, we find that when we model the owner’s decision of what lease terms

to offer, the effect of a primary term on the owner’s expected revenue is quite small, and

positive only when we use the alternative model.

These findings are related to recent litigation and institutional developments in the shale

industry. In the Louisiana Haynesville, regulators impose 640-acre pooling unit sizes and

have prevailed in court over mineral owners who argued that each well drilled should only

hold the acreage that it drained rather than the entire unit (Gatti vs State of Louisiana

2014). In other states, however, large mineral owners have moved to include “retained

acreage” clauses in their leases that strictly limit the acreage that any one well can hold.

This paper’s model could be enriched in future work to more fully understand the eco-

nomics of primary terms. Our model abstracts away from factors such as rig availability,

learning, well interference, and financial frictions that might impact firms’ drilling timing
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decisions (Hodgson 2018; Steck 2018; Agerton 2020; Gilje et al. 2020); integrating these

features could reveal new implications for lease design. The contracting model under in-

formation asymmetry in Section 7 could be enriched with more balanced bargaining power

and the possibility that the owner could contract with a different firm after the original

primary term expires. Future work could also incorporate pre-specified lease extension op-

tions, which operate like one-time rental payments, encouraging earlier drilling and avoiding

state-contingent renegotiation at the expiration of the primary term. Finally, work is needed

to understand why lease terms appear to be “sticky”, exhibiting little variation across space

and time.

Extending our modeling framework to other settings is also likely to be worthwhile.

Expanding the scope to other major shale plays would permit an assessment of how royalties

and primary terms have affected aggregate U.S. oil and gas supply. Such work could examine

the role of mineral leases in driving misallocation of shale drilling in the U.S., relating

to Asker et al.’s (2019) work on aggregate wedges between optimal and observed global

oil extraction and to Gilje et al.’s (2020) documentation of how debt renegotiations have

distorted U.S. shale drilling. Our framework could also be used to evaluate the economics

of carbon policies in a second-best environment in which oil and gas production is already

distorted by mineral lease terms. Finally, the ideas in this paper could be extended to

settings such as retail franchising or intellectual property licensing in which principals sell

time-limited development options to agents.
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Online Appendix for “Drilling Deadlines and Oil and

Gas Development”

A Detail on data sources, cleaning, and merging

In this data appendix, we discuss: (1) our data sources; (2) how we estimate well decline
and the present value of well cumulative production; (3) how we clean lease data and match
leases to units; and (4) how we match wells to Haynesville units.

A.1 Data sources

We gather data from the following sources:

• Publicly-available Louisiana DNR Strategic Online Natural Resources Information Sys-
tem (SONRIS) data on well drilling and completions.

– Shapefiles from Louisiana Department of Natural Resources (2016a) that include
wells’ top hole location, bottom hole location, and lateral location; and units’
boundaries.

– Well tabular data from Louisiana Department of Natural Resources (2016c) that
include spud date, completion date, well name, and formation targeted.

– Drilling cost and fracking input data from Louisiana Department of Natural Re-
sources (2016b). We obtain drilling cost information from reports (“Applications
for Well Status Determination”) that unit operators file with the Louisiana DNR
for the purpose of determining severance taxes. We obtain data on fracking inputs
(water use and the number of frac stages used) from well completion reports. We
used manual double-entry to digitize this information from the raw pdf files.

• Publicly-available Louisiana parish boundaries from US Census Bureau (2020).

• Enverus well and completion shapefiles, from Enverus (2016a).

• Enverus production data from Enverus (2016b). Enverus takes unit-level reported
monthly production data from the Louisiana DNR and then imputes well-level monthly
production using the start date of each well’s production.

• Enverus lease data, from Enverus (2016a). Enverus collects data on leases signed in
Louisiana. Further details are below.

• Enverus dayrate data from Anderson et al. (2018) and Enverus (2017). We use dayrates
that correspond to the “ArkLaTx” region, for rigs with depth ratings between 10,000
and 12,999 feet (which corresponds to the depth of the Haynesville).

• Henry Hub natural gas futures prices. We obtained daily futures price data, at all
available delivery dates, from Bloomberg (2017). We deflate these prices, rig dayrates,
and drilling cost data to December 2014 dollars using the Bureau of Labor Statistics’
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Consumer Price Index for all goods less energy, all urban consumers, and not seasonally
adjusted (Bureau of Labor Statistics 2018). The CPI series ID is CUUR0000SA0LE.

• Original gas in place (OGIP) from Gülen et al. (2015).

A.2 Well data and production decline estimation

We identify Haynesville wells using three sources. First, for each well we see if the well
is included in an auxiliary DNR file that is limited to Haynesville wells. Second, we use
the name of the well: wells targeting the Haynesville typically have names that begin with
“HA” or “HAY”. Third, we check whether the listed formation that the well targets is the
Haynesville. We denote a well as a Haynesville well if it satisfies at least one of these three
criteria. We also impose a restriction that Haynesville wells must have been spudded on or
after September 2006.

To estimate wells’ production decline, we follow Patzek et al. (2013), which derives decline
curves for shale gas formations. This paper shows that production initially declines inversely
proportional to the square root of time, and then begins to decline more quickly, at an
exponential rate, once the well’s fractures interfere with one another. More precisely, we
assume that cumulative production of natural gas for well j at month t takes the following
functional form:

mj(t) =

Mj

√
t/τ if 0 ≤ t ≤ τ

Mj +
Mj

2τd
[1− exp(−d(t− τ))] if t > τ

(A.1)

where τ is the time at which the decline function changes to exponential, d is the ex-
ponential decline rate, and Mj is a well-specific production multiplier corresponding to the
expected cumulative production at t = τ .

Before estimating these parameters, we make a number of adjustments to the data. First,
because a well’s production is substantially affected by the length of the lateral well leg, we
normalize the measure of cumulative production by a scalar sj which is equal to 1485 meters
divided by the length of the lateral portion of the well. We drop any well with missing
lateral length information or a well lateral of less than 150 meters to eliminate potentially
misclassified vertical wells.

We find that about 7% of wells had recompletions. As recompletions are designed to
rapidly increase production, we exclude from the data observations that come during or
after months in which well recompletions were performed. (When we later use our estimates
to predict total production, we assume no recompletions.)

Following Patzek et al. (2013), we limit the sample to observations that are the fourth
month or later (t ≥ 4) because early months of production tend to be noisy. This noise is
due in part to the fact that hydrofracturing water is still being back-produced in the early
months of production. Similarly, for any given date with no production but in which there is
production both before and after the date, we assume that the production process is paused
on that date and resumes when production resumes.

Rather than estimating τ directly, we use estimates from Male et al. (2015) for the
Haynesville, which finds that τ is 14.16 months. We then use non-linear least squares to find
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the values of Mi and d that minimize the sum of the squared differences between true and
predicted log cumulative production, as shown in Equation (A.2).∑

j

∑
t|t≥4

(logmj(t)sj − log m̂j(t|Mj, τ, d))
2 (A.2)

The estimated decline parameter d is equal to 0.037. The 25th, 50th, and 75th percentiles
of the estimated Mi are 1.57 million, 2.09 million, and 2.63 million mmBtu, respectively.

We then use our estimates of d and Mj to predict total discounted well production
(Equation (A.3)). Following Gülen et al. (2015), we assume that wells have a total production
lifetime of 20 years. We use an annual discount factor of 0.909, following Kellogg (2014). In
Panel (a) of Figure 1, we map our measures of the present value of total well production.
Where there are multiple wells, we take an average over all wells within the unit. Units with
no drilling have no shading and are labeled NA.

Yj =
240∑
t=1

[m̂j(t|Mj, τ, d)− m̂j(t− 1|Mi, τ, d)]δ
t−1 (A.3)

A.3 Lease data and clustering of duplicate leases within units

In February 2016, we downloaded raw data of oil and gas leases in Louisiana from Enverus.
We keep only leases in Bienville, Bossier, Caddo, De Soto, Natchitoches, Red River, Sabine,
and Webster parishes—the parishes that cover the Louisiana portion of the Haynesville
formation. Because we ultimately map leases to units, we keep only those observations that
report Public Land Survey System township, range, and section.

We keep observations that are listed as being leases, memo of leases, lease options, lease
extensions, and lease amendments. We drop observations that are mineral rights assign-
ments, lease ratifications, mineral deeds, royalty deeds, and other documents. Leases include
information on the grantor of the lease (typically the original mineral owner) and the grantee
(the oil and gas firm that leases the land). In some cases, we find that oil and gas firms are
listed as grantors, with other oil and gas firms listed as grantees. As these observations are
likely cases where the land was re-leased or subleased, we drop these observations from our
sample.

We drop leases with zero or missing acreage. We also drop excess lease observations that
are perfect duplicates, leases that have lengths of fewer than 10 days, and leases in which
the reported township, range, and section are not within the stated reported parish.

We find that in some cases, a single firm grantee has leased from multiple grantors, and
the reported acreage appears to be the total over all grantors. We identify these leases by
identifying duplicates that share the same grantee name and the same acreage, and where
the acreage reported is unusual—i.e., is either large and/or is not equal to a multiple of
common lot sizes (e.g., 10 acres, 40 acres). In these cases, we impute a new acreage measure
by dividing the reported acreage by the number of apparent duplicates. In cases where a
lease spans multiple sections and acreage within each section is not reported, we assume
total acreage is divided equally between the spanned sections.

After taking the above steps, we find that the total leased acreage in a unit still sometimes
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adds up to more than the total acreage of the unit (usually 640 acres), and sometimes
significantly so. Many of these cases appear to be driven by undivided mineral interests:
cases where there are multiple grantors on the same plot (e.g., husband and wife, multiple
siblings, or cousins), and separate observations for each grantor. In other cases, it appears
that data were entered multiple times and inconsistencies were not reconciled, so that the
excess observations were not dropped when we removed duplicates.

To identify these likely duplicates, we use an agglomerative, hierarchical clustering method
described by https://stat.ethz.ch/R-manual/R-devel/library/stats/html/hclust.html. In par-
ticular, we use the hclust function within the cluster package, version 2.0.7-1, for R. The
hclust function uses information on how similar multiple observations are to each other to
determine whether they are likely duplicates. The algorithm puts observations that are
likely duplicates into the same “cluster”; from there we use proportional downweighting
of all observations within the same cluster to obtain updated acreage. This method relies
on constructing some kind of measure of similarity between any two observations i and j.
Depending on the threshold level of similarity that the researcher imposes, the number of
clusters can range from the total number of observations (no clustering) to 1 (all observations
are placed within the same cluster).

This similarity measure we use is a Euclidean-like distance measure in which the distance
between observation i and observation j takes the form:

dij =

√∑
k

wkmk(xki , x
k
j ) (A.4)

Here k indexes characteristics of the observation—e.g., grantor name, the start date of
the lease, the acreage, the reported royalty rate, etc. The function mk is a function that
determines how similar two observations are, and is equal to 0 if identical, and positive
otherwise. Depending on the characteristic, we use different types of mk functions:

• mk(x
k
i , x

k
j ) = (xki − xkj )

2 for some numerical characteristics like the start date of the
lease. Prior to inputting variables xk into this function, we standardize them so that
they have a mean of zero and standard deviation of one.

• mk(x
k
i , x

k
j ) = 1(xki ̸= xkj ) for other numerical and binary characteristics like reported

royalty rate, acreage, and whether there is an extension option.

• mk(x
k
i , x

k
j ) is a fuzzy match score for string characteristics like grantee name and

grantor name. We use the partial ratio function from the fuzzywuzzy Python package,
version 0.16.0. The partial ratio function uses Levenshtein distance augmented with
partial string matching. It allows us to identify cases where some subsets of words
within strings match or nearly match, even if the length of the two strings is very
different. This technique is useful for catching cases with identical last names but
differing or missing first names. We scale this measure so that it ranges from 0 to 1.

For cases where information is missing, we set a value of mk = 0.4 if both observations
are missing and mk = 0.7 if only one observation is missing.
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wk are positive weights. We set wk = 1 for all characteristics other than acreage, for
which we set wk = 100. This weighting ensures that leases that vary in acreage will not be
presumed to be duplicates.

How many observations are clustered together depends on the threshold level of similarity
imposed by the researcher. To determine our threshold, we choose a calibration date of
January 1, 2010, examining only the leases that were active on that date.1 We first examine
every possible threshold that could be used to cluster the leases in each unit. For each
possible threshold, we find the resulting clusters, downweight each lease’s acreage by the
total number of observations in its cluster, and then compute what total leased acreage
would be within the unit. Then, for each unit, we find the threshold would be that would
set total acreage leased to be equal to or just less than the total unit area. We refer to this
threshold as the unit-level threshold height. We then set our preferred overall threshold to
be equal to the 90th percentile of all the unit-level thresholds. The threshold height that
results from this computation is 1.644. We find similar results if we use a threshold height
using the 85th percentile.

We then apply the clustering procedure, using this threshold, to each unit and each
quarterly date of our sample, ranging from January 1, 2005, to January 1, 2016. This
procedure gives us lease by date-specific downweights. We find that in some cases lease
downweights vary depending on the date. For example, a lease may be in a cluster of five
on April 1, 2010 but a cluster of six July 1, 2010—resulting in a downweight of 1/5 for April
1, 2010 and a downweight of 1/6 for July 1, 2010. In these situations, we take the inverse of
the arithmetic average of the inverse downweight over all quarterly dates to obtain a master
downweight for each lease (yielding, in this example, a weight of 1/5.5).

In some outlier unit-quarters we find that even with this downweighting, total leased
acreage still exceeds section acreage. In these cases, we then proportionally reduce the area
of all leases in the unit so that total leased acreage is equal to total unit acreage in the most
heavily leased quarter.

A.4 Matching of wells to units

To match wells to units, we use information on the reported laterals, reported bottom holes,
and reported top hole locations. If, for a given well, the data only report top hole location,
we use the location of the top hole to identify which unit the well is in. If the data report
bottom hole but not lateral information, we use the location of the bottom hole to identify
which unit the well is in. If the data report lateral information, we use the unit that the
lateral runs through to identify the well’s unit.

In a few instances, the well lateral intersects multiple units. There are two possible
reasons for these occurrences. One is that the well’s top hole is located in a different unit
than the unit the well extracts from, for the purpose of sharing a well pad with other wells
or to give sufficient space to accommodate the curvature of transitioning from the vertical
to the horizontal while still extracting from a maximum area within the targeted unit. A

1We find that using other calibration dates gives similar results. We use January 1, 2010, as it was at
a period of peak leasing, and therefore a period in which it is most likely that most of a section had been
leased. Leases whose primary terms would have expired but may have been extended are not included in
this group.
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Figure A.1: Estimates from bunching analysis
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Note: Figure presents data and estimates corresponding to the bunching analysis in column (1) of Table

A.I. Plotted data include counts of wells spudded, the quarters to which we add bunching fixed effects, and

the polynomial predicted probabilities given the bunching estimator fixed effects. Timing is relative to the

expiration date of the first lease within the unit to expire. Vertical lines are drawn at the date of first lease

expiration and two years after first lease expiration.

second reason is that the well actually targets multiple units. In cases where a well bore
passes through multiple units, we only match a well to a unit if at least 300 meters of the
horizontal well bore pass through the unit.

B Additional empirical analysis

This appendix presents additional empirical results related to the bunching analysis pre-
sented in Section 4.

B.1 Bunching analysis

To test the statistical significance of the drilling bunching shown in Figure 5, we use a
bunching estimator similar to that of Chetty et al. (2011). We take time of spud relative
to first lease expiration date, discretize it to the quarterly level, and compute total wells
spudded (across all units in our analysis sample) for each quarter (34 quarters in total). We
create some indicator variables for whether the spud date is two quarters before lease expi-
ration (pre 2), one quarter before lease expiration (pre 1), one quarter after lease expiration
(post 1), and two quarters after lease expiration (post 2). We also add similar variables
for spud timing relative to the extension expiration date (pre ext2, pre ext1, post ext1, and
post ext2).
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Table A.I: Bunching estimates

count log(count) count log(count) count log(count)
pre 2 12.72 0.40 1.06 0.19 1.02 0.21

(5.25) (0.21) (0.88) (0.30) (0.82) (0.30)
pre 1 60.94 1.10 3.91 0.78 3.99 0.88

(5.71) (0.21) (1.36) (0.29) (1.29) (0.29)
post 1 6.03 0.31 0.31 -0.07 0.44 0.04

(5.74) (0.21) (0.77) (0.28) (0.70) (0.27)
post 2 -8.92 -0.09 -0.50 -0.21 -0.53 -0.17

(5.32) (0.19) (0.61) (0.25) (0.58) (0.25)
pre ext2 13.70 0.26 1.24 0.52 1.39 0.53

(4.75) (0.19) (1.11) (0.34) (1.05) (0.34)
pre ext1 21.73 0.52 1.79 1.19 1.93 1.15

(5.23) (0.22) (1.26) (0.31) (1.16) (0.31)
post ext1 -4.99 -0.24 -0.32 -0.05 -0.23 0.04

(5.19) (0.21) (0.72) (0.32) (0.72) (0.32)
post ext2 -3.70 -0.11 -0.26 0.28 -0.15 0.41

(4.61) (0.17) (0.64) (0.30) (0.67) (0.37)
Quarter of lease data X X
Quarter by quarter of lease data X X X X
Calendar quarter fixed effects X X
R Squared 0.97 0.93 0.24 0.3 0.42 0.44
Observations 35 30 363 235 363 235

Note: Table presents estimates of Equation (A.5). Newey-West standard errors, computed with two quarterly

lags, are in parentheses. Estimates in columns (1) and (2) use data that are aggregated to the lease-level

quarter, which is defined as the time between first primary term expiration and spudding, measured at

quarterly intervals. Estimates in columns (3) through (6) use data that are aggregated to the lease-level

quarter by calendar-level quarter. That is, these columns aggregate wells drilled that share both a common

lease-level quarter and a common calendar quarter-of-sample. Estimates in columns (5) and (6) include

calendar quarter fixed effects.

We then estimate a regression of the form:

ct = f(t) + β1 · pre 2 + β2 · pre 1 + β3 · post 1 + β4 · post 2
+ β5 · pre ext2 + β6 · pre ext1 + β7 · post ext1 + β8 · post ext2 + εt

(A.5)

where ct is total well count, t is quarter, and f(t) is a polynomial of degree 9. Our main
regression estimates are in column (1) of Table A.I. The estimates of β1, β2, β5, and β6 are all
statistically significant with p-values less than 0.05, indicating that there is significantly more
drilling in the two quarters prior to the primary term expiration and the two quarters prior
to any extension term expiration. In Column (2), we present results from the same empirical
specification as column (1) except that the dependent variable is the log of the count rather
than the count, and results are similar. For a sense of magnitude, the estimate of β2 (the
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coefficient on “pre 1”) in column (2) means that the actual number of wells drilled is 1.1
log points larger than the polynomial fit in the quarter prior to expiration. In Figure A.1,
we plot our data and the number of wells predicted by our polynomial fit, which graphically
displays the size of the bunching effect.

One might worry that periods with substantial lease expirations coincide with periods
in which gas prices or industry-wide productivity is high. To address this possibility, we
construct a measure of total spud counts at the calendar quarter by quarter of lease level.
For example, one observation in this count data will be the total number of spuds in 2010
quarter 3 when the spud happened between 3 and 6 months before the first primary term
is set to expire. In columns (3) and (4) of Table A.I, we present estimates from the same
empirical specifications as columns (1) and (2), only with this more disaggregated data.
Columns (5) and (6) then add in calendar-time quarter fixed effects. Across columns (3)
and (5), the coefficient on pre 1 is large, statistically significant, and similar in magnitude,
implying that the high drilling before the expiration date is not being driven by high drilling
at particular calendar dates. The same holds in logs for columns (4) and (6).

B.2 Additional descriptive figures and table

Figure A.2: Comparison of units with identical vs different neighboring operators

(a) Units in analysis sample
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Note: Figure shows kernel-smoothed estimates of the probability of drilling the first Haynesville well in a

unit on a given date, relative to the expiration date of the first lease within the unit to expire. Vertical lines

are drawn at the date of first lease expiration and two years after first lease expiration. Figure compares

units in which ≥ 50% of the nearby units have the same operator vs. units where ≥ 50% of the nearby

units have a different operator. Neighboring units are defined as those with centroids within 1.2 miles of

the centroid of the given unit (results are similar if we use a threshold of 1.7 miles, which will include the

diagonal units). In Panel (a), we limit the units to our analysis sample, as described in subsection 3.4. In

Panel (b), we show results using all Haynesville units.
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Figure A.3: Wells’ production, water use, and cost vs. time relative to first lease
expiration

(a) First 12 months of gas production (log mmBtu)
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(b) Water use (log gallons)
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(c) Reported drilling and completion cost (log $2014)
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Note: Figure plots natural gas production, water input, and reported drilling cost for the first well drilled in

each unit against the well’s spud date relative to the date of first lease expiration (measured in days). The

line is the predicted value from a local polynomial regression.
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Figure A.4: Log water use versus time
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Note: Figure presents a scatter plot and lowess estimate of each well’s log water use versus its

spud date. Scatter plot excludes a small number of outlier water observations.

Table A.II: Regressions of lease terms on OGIP and natural gas prices

(1) (2) (3)
Royalty Term 1(Extension)

OGIP 0.0136 -0.0192 -0.0024
(0.0040) (0.0060) (0.0004)

12 month NG futures (real) -0.3832 0.1569 -0.0263
(0.0667) (0.0865) (0.0065)

Constant 24.2351 36.1959 1.2124
(0.7925) (0.6830) (0.0821)

R squared 0.0931 0.0168 0.0453
Observations 29370 37528 37448

Note: Regressions where the unit of observation is the lease and observations are weighted by lease

acreage. Natural gas price is that at the time of lease signing. Standard errors are clustered by unit.

Royalty is measured in percentages, e.g., a value of 25 for the dependent variable means a royalty of

25%. According to these estimates, moving from the lowest to highest OGIP unit in our data would

imply an increase in the royalty of 2.4 percentage points, a decrease in the primary term of 3 months,

and a 42 percentage point decrease in the probability of an extension.
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C Details of model simulation and estimation

This appendix describes in greater detail how we simulate and estimate the model presented
in Section 5.

C.1 Estimating βw

We first discuss our bandwidth selection to nonparametrically control for latitude and lon-
gitude, and then discuss IJIVE, UJIVE, 2SLS, and OLS.

Bandwidth: Our IJIVE as well as UJIVE, 2SLS, and OLS estimates rely on non-parametric
regression to control for latitude and longitude. To do this, we use a Gaussian kernel ϕ(0, σ2

ϕ)
where ϕ is the normal pdf with a mean of 0 and a standard deviation of σϕ. To calculate
the bandwidth σϕ, we use an optimal bandwidth approach using a leave-one-out estimator:
We use the average log water for all wells j′ other than well j to predict log water for well
j. Our estimate of σϕ is the value that minimizes the sum of the squares of the differences
between the actual and predicted values of log water for well j:

σϕ = argmin
σ>0

∑
j

(
log waterj −

∑
j′ ̸=j ϕ(d(j, j

′), σ2) · log waterj′∑
j′ ̸=j ϕ(d(j, j

′), σ2)

)2

(A.6)

In our regressions (including residualization for IJIVE as well as Robinson-semiparametric
2SLS and OLS regressions—but not during cross-validation), we also apply a caliper that
assigns zero weight to any observations greater than four bandwidths away from the obser-
vation of interest.

We calculate σϕ = 3,632 meters. If we instead use production rather than log water as
an input to calculate σϕ, we calculate σϕ = 2,407 meters. Our IJIVE and UJIVE estimates
of βw are quantitatively similar using this smaller bandwidth.
IJIVE: Following Ackerberg and Devereux (2009), we identify βw using the following steps:

1. For each variable—production, log water, and each of the month effects—we project
the variable on a non-parametric function of latitude and longitude using the Gaussian
kernel ϕ(0, σ2

ϕ). We then compute the residualized variable as the difference between
the variable and the predicted value of the variable.

2. For each well j, we use OLS to project residualized log water for well j on residualized
month fixed effects for all wells other than well j. We use this projection to compute
predicted residualized log water for well j.

3. We calculate βw by projecting residualized production on predicted residualized log
water using OLS.

UJIVE: Following Kolesàr (2013), the UJIVE estimation of βw takes a similar approach to
IJIVE in that it uses leave-one-out prediction and partials out the contribution of geology.
However, it does so by constructing a new instrument Zj that is then used in conventional
2SLS:

1. For each well j, use all wells other than well j and project log water on a non-parametric
function of latitude and longitude as well as month fixed effects. Compute predicted

log water for well j: l̂ogwj.
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2. For each well j, use all wells other than well j and project log water on only a non-
parametric function of latitude and longitude. Computed predicted log water for well

j: l̃ogwj.

3. Construct the UJIVE instrument as Zj = l̂ogwj − l̃ogwj.
4. First stage: Use Robinson (1988) to project log water on Zj and a non-parametric

function of latitude and longitude. Use this projection to construct predicted log
water.

5. Second stage: Use Robinson (1988) to project production on predicted log water and
a non-parametric function of latitude and longitude. The coefficient on predicted log
water is βw.

2SLS: Our 2SLS specification uses month fixed effects as instruments, in two steps:
1. Use Robinson (1988) to project log water on month fixed effects and a non-parametric

function of latitude and longitude. Use this projection to construct predicted log water.
2. Use Robinson (1988) to project production on predicted log water and a non-parametric

function of latitude and longitude. The coefficient on predicted log water is βw.
OLS: Our OLS specification is the Robinson (1988) double-residual regression projecting
production on log water and flexibly controlling for latitude and longitude.

C.2 Profits and optimal water input

The static drilling profits accruing to the firm differ depending on whether its profits before
taxes, royalties, and operating costs are positive (i.e., whether the well “pays out”). As we
discuss in Section 2, unleased mineral interests are not liable for well costs if the well fails
to pay out. In addition, severance taxes are waived. These rules create a kink in the profit
function at the payout point. If the well pays out, profits are given in Equation (2) in the
main text. If the well does not pay out, profits are given by Equation (A.7):

π−
ijt = (1− τ)(1− fitki − c)Ptg(θi, Xi,Wj, εit)− (1− τ)PwWj + (1− τc)(α0 + α1Dt) (A.7)

This kink also affects the optimal amount of water use, since the firm’s first-order condi-
tion that determines optimal water use will depend on whether the firm expects the well to
pay out or not. Optimal water use W ∗

it is given by Equation (A.8) if the well pays out:

log(W ∗
ijt) = log(βw) + logPt − log(Pwt) + log

(
(1− s)(1− ki)− c

1− s+ ski

)
(A.8)

and by Equation (A.9) if it does not pay out:

log(W ∗
ijt) = log(βw) + logPt − log(Pwt) + log(1− fitki − c). (A.9)

Given the parameter inputs to the static profit function, we determine the optimal water
use W ∗

it by first finding the values W+ and W− that solve equations (A.8) and (A.9), respec-
tively. If W+ results in positive payout, we set W ∗

ijt = W+. Alternatively, if W− results in
negative payout, we set W ∗

ijt = W−. Finally, it is possible that W− results in positive payout
whileW+ results in negative payout. In that case we interpolate the value ofW ∗ ∈ (W+,W−)
that results in zero payout.
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Table A.III: OLS estimates of Equation (A.10)

log NG price (1− γ1) -0.006
(0.185)

log dayrate (−γ2) -0.24
(0.197)

intercept (log(βw)− γ0) 4.472
(4.449)

R2 0.006
N 2,019

Note: The dependent variable is log(Wi)− log

(
(1− s)(1− ki)− c

1− s+ ski

)
. Sample uses all wells in the production

estimation sample. Standard errors are clustered at the township level.

C.3 Water price estimation

Once the production function coefficient βw is estimated, each term in the first-order con-
dition for optimal water use is known except for the price of water Pwt. We use this fact
to estimate the γ parameters in the water price projection (Equation (5) in the main text)
by combining Equation (5) and Equation (A.8) into Equation (A.10), which we estimate by
OLS:2

log(Wj)− log

(
(1− s)(1− ki)− c

1− τ + ski

)
= (log βw−γ0)+(1−γ1) logPt−γ2 logDt+ωj. (A.10)

Estimates from Equation (A.10) are presented in Table A.III. Estimates of γ1 and γ2
are similar if we include nonparametric controls for latitude and longitude rather than an
intercept term. Because our estimate of βw is used to identify γ0, and because we use the
same sample to estimate βw as to estimate the water price process, we use bootstrapping
with 5,000 draws to estimate the variance-covariance matrix of [βw, γ0, γ1, γ2]. Our bootstrap
draws are clustered at the township level to account for spatial correlation.

To back out the time series of water price shocks ωt (defined in Equation (5) in the
main text), we use the fact that the expected within-month mean of the residuals ωj from
Equation (A.10) are the negative of the ωt. Because actual water use is noisy, we obtain our
estimates of ωt by applying Bayesian shrinkage to the within-month mean of the residuals
ωj.

We graph the resulting estimated implied log water price series in Figure A.5, aggregated
to the quarterly level. As implied by our large and positive estimate of γ1, water prices follow
natural gas prices closely. These estimated prices should be thought of as the marginal cost of
not just the water itself but also the associated labor and capital (e.g., pumping equipment)
necessary to conduct the fracturing job.

2We use the first order condition for when the well “pays out” (as opposed to Equation (A.9)).
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Figure A.5: Estimated log water price relative to natural gas price, dayrate, and
average log water use
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Note: The natural gas price is in $/mmBtu, the dayrate is in $/day, water use is in millions of

gallons, and the water price is in $/gallon.

C.4 Value function and model of predicted drilling probabilities

Our assumption in Equation (6) that expected profits are additive in the number of wells and
in the cost shocks ν1it and ν

0
it allows us to significantly decrease the number of choices we need

to consider. Flow profits increase linearly in the number of wells drilled, so that if the firm
faces an infinite horizon problem, the firm will always drill either zero wells or all possibleM
wells. If the unit’s leases have primary terms and are not held by production, however, the
firm may prefer to drill a single well that extends any remaining leases indefinitely. Beyond
that first well, the incremental payoffs are again constant, so the firm would never choose to
drill strictly between one and M wells.

We formalize this concept and derive the probabilities of drilling 0, 1 and M wells be-
low. We use the tilde to denote the firm’s per-well continuation value, equal to the total
continuation value divided by the number of total remaining wells that can be drilled on the
lease.
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• Let E[Ṽi,t+1|Sit, θi] ≡ (1/M)E[Vi,t+1|Sit, θi] denote the firm’s per-well continuation
value at t if the lease has not been held by production at period t.

• Let E[Ũi,t+1,t|Sit, θi] denote the firm’s per-well continuation value if the lease has been
held by production on date t (i.e., if first drilling activity took place at time t).

Because the constraint of a primary term decreases the expected continuation value of the
unit, E[Ṽi,t+1|Sit, θi] < E[Ũi,t+1,t|Sit, θi].

We focus on the firm’s choice set for time periods when drilling has not occurred (as
our maximum likelihood estimation only uses information on the timing of the first well),
putting aside for the moment the cost shocks νit. The firm has three choices. First, the firm
may choose to drill all M wells (m = M), thus ending the optimal stopping problem. The
firm receives M times the per-well profits, where the expectation denotes the expectation
over water prices Pwt:

V M
i,t (Sit, θi) =MEPwt [πit(Sit, θi)]. (A.11)

Second, the firm may choose to drill only one well (m = 1), thus holding the unit. The
firm then receives the profits from that well and the continuation payoff from the option to
drill M − 1 future wells:

V 1
i,t(Sit, θi) = EPwt [πit(Sit, θi)] + δ(M − 1)E[Ũi,t+1,t|Sit, θi] (A.12)

Finally, the firm can retain the lease without drilling (m = 0) and receive the continuation
value associated with an undrilled unit capable of holding M wells.

V 0
i,t(Sit, θi) = δME[Ṽi,t+1|Sit, θi] (A.13)

Now we incorporate the additive cost shocks. For each well that the firm drills, it gets
the shock ν1it, and for each potential well that it does not drill, it gets ν0it (scaled by the
leased acreage share fit). Thus, the full static payoffs from the three choices are:

Drill all M wells: V M
i,t (Sit, θi) + fitMν1it

Drill 1 well: V 1
i,t(Sit, θi) + fit[ν

1
it + (M − 1)ν0it]

Drill zero wells (continue): V 0
i,t(Sit, θi) + fitMν0it

(A.14)

This structure leads to a tractable set of choice probabilities. Combining equations (A.14)
with equations (A.11)–(A.13), we can characterize the firm’s choice probabilities. The firm
prefers drilling all M wells to a single well if:

ν1it − ν0it >
1

fit

[
δE[Ũi,t+1,t|Sit, θi]− EPwt [πit(Sit, θi)]

]
. (A.15)

In addition, the firm prefers drilling M wells to not drilling any wells if:

ν1it − ν0it >
1

fit

[
δE[Ṽi,t+1|Sit, θi]− EPwt [πit(Sit, θi)]

]
. (A.16)
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Finally, the firm prefers drilling one well to drilling no wells if:

ν1it − ν0it >
1

fit

[
MδE[Ṽi,t+1|Sit, θi]− (M − 1)δE[Ũi,t+1,t,θ|Sit, θi]− EPwt [πit(Sit, θi)]

]
(A.17)

Since E[Ũi,t+1,t|Sit, θi] > E[Ṽi,t+1|Sit, θi], it is clear that if the firm prefers drilling M wells to
drilling one well, it also prefers drillingM wells to drilling zero wells. By the same inequality,
if a firm prefers drilling zero wells to drilling one well, it also prefers to drill zero wells over
drilling M wells. Therefore, this system of preferences is an ordered logit. Because the
likelihood estimation (see Equation (7)) uses data on timing of the first well, the probability
that at least one well is drilled is equal to the probability that the firm prefers to drill either
one or M wells rather than zero. The ordered logit specification implies that we only need
to compare the payoff of drilling zero wells to drilling one well (because if the firm prefers to
drill zero wells over one well, it also prefers to drill zero wells over M wells). Therefore, we
write the hazard Hit as:

Hit =
exp(V 1

i,t/σνfit)

exp(V 1
i,t/σνfit) + exp(V 0

i,t/σνfit)
, (A.18)

and the probability of first drilling at date t as:

Pr(Iit = 1) = Hit · Πt−1
t′=1(1−Hi,t′) (A.19)

C.5 Restrictions imposed in the sample of units used for maxi-
mum likelihood estimation

As we discuss in Section 5.4, we impose restrictions on the sample of units used in the
maximum likelihood estimation of our model. We start with the sample of 1226 units in
which drilling had not yet occurred by Q1 2009. We first filter out units that had already
reached their maximum acreage by this date (38% of units) and units that reach this acreage
after 2013 (2% of units), so that all units “start” in-sample. We then drop units in which
reported leased acreage ever increases after having reached its maximum (affecting 25% of
the original 1226 units) and units that are drilled before reaching their maximum acreage
(affecting 30% of the original 1226 units).

We drop a small share (6%) of units with no royalty data. We then mitigate problems with
measurement error in reported acreage by dropping units never having more than 160 acres
leased in our data (affecting 21% of the original 1226 units) and then re-scaling each unit’s
leased acreage in each quarter so that the maximum acreage leased in each unit during the
sample period is 640 acres (the standard unit size). That is, we multiply the leased acreage
in each unit i in each quarter t by 640 and divide by the maximum reported acreage for
i during the sample. This re-scaling is motivated by our belief that reported changes in
relative acreage leased within a unit over time, particularly when changes are driven by lease
expiration, are less error-prone that reported levels of acreage.

Finally, we drop units in which a well is drilled when leased acreage is very small in our
data: less than 10% of the maximum acreage ever leased. This last restriction removes just
3 of the remaining units, following the imposition of the other restrictions. It is necessary

A-16



Figure A.6: Locations of units in the estimation sample

Not in final estimation sample

In final estimation sample

because it is extremely difficult for our model to rationalize drilling when acreage is so small
(since the firm makes zero profits absent a highly extreme draw of the cost shock ν), but we
sometimes see such instances in the data due to missing and mis-reported data in the lease
records. The final estimation sample then contains 241 units. We map the distribution of
these units within the Haynesville Shale in Figure A.6.

C.6 Maximum likelihood estimation

C.6.1 Integrated likelihood computation

Computing the log likelihood per Equation (7) requires integrating the components of each
unit’s likelihood function over the distribution ψ(θ|σθ). A natural way to do this would be to
use a numerical procedure like quadrature or Monte Carlo integration for each unit, where
the evaluation points are functions of the unit’s OGIP and the parameters β0, β1, and σθ.
This procedure is computationally intensive, however, because it requires the model to be
solved—for each unit—for each evaluation point and for each guess of the parameters in Ω.

We instead adopt a nested loop procedure that minimizes the number of times the model
must be solved. The outer-most loop searches over the cost parameters α0 and σν . At each
candidate pair of parameters, the model is solved for each unit on a fixed grid of productivities
that captures the range of values of β0+β1Xi+θi that might plausibly be encountered. This
grid contains 200 points, linearly spaced from -45.50 TBtu to -20.50 TBtu. Then an inner
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loop searches for the parameters β0, β1, σθ, and σε that maximize the likelihood (conditional
on α0 and σν) by integrating the likelihood for each unit on this grid. This integration occurs
via Gauss-Hermite quadrature over 11 nodes, where the node locations (which we interpolate
on the grid) are functions of β0, β1, and σθ, as well as each unit’s OGIP value.

C.6.2 Standard error estimation

The standard errors of the estimates obtained from the maximum likelihood procedure ac-
count for both spatial correlation of outcomes between nearby sections and the sampling
variance of the βw, γ0, γ1, γ2, and α1 parameters that are estimated in advance.

First, we address spatial correlation by clustering standard errors at the township level
(recall that townships are squares consisting of 36 sections). Let S denote the N by 6 matrix
of unit-level likelihood scores, where N is the number of units.3 Let A = S ′S/N . Let W
denote an N by N matrix with ones in cells corresponding to units in the same township
and zeros in all other cells. Let B = S ′WS. The spatially clustered covariance matrix is
then given by V = A−1BA−1/N2.

We then account for the sampling variance of the first stage parameters using the two-
step procedure from Murphy and Topel (1985). Let V1 denote the covariance matrix for
βw, γ0, γ1, γ2, and α1.

4 Let S1 denote the N by 5 matrix of likelihood scores with respect
to these parameters and let R = S ′

1S/N . The final covariance estimate for the parameters
estimated in the maximum likelihood routine is then given by V + A−1R′V1RA

−1/N .

D Additional detail for the model used in Section 7

In Section 7, we present a model in which the owner offers the firm a lease contract in which
the bonus is set optimally (in terms of maximizing the owner’s expected discounted revenue)
given the lease’s royalty and primary term. Should the firm accept the contract and then
not drill a well during the primary term, the owner offers the firm a renewal—with the
same royalty and primary term—in exchange for another optimally-set bonus. This process
repeats until the firm either drills a well or decides to not pay the bonus.

This appendix provides more information on how we simulate this model. The compu-
tation involves a nested loop. The inner loop solves for each possible firm type’s drilling
probabilities and value function during a lease term, as a function of its terminal payoff
should it not drill a well. The outer loop solves for the owner-optimal bonus (which then
determines the firm’s payoff at the end of the preceding term) and then iterates an infinite
sequence of lease terms until convergence.

The inner loop is the same finite-horizon stopping problem discussed in Section 5.4 and
Appendix C above, but with the continuation value upon lease expiration being non-zero for
firms that choose to pay the renewal bonus.

We model the renewal bonus as being paid in the final period T of the preceding lease
term. For a given bonus value, firms that have not yet drilled compare the bonus against their

3We compute all likelihood scores by taking numerical two-sided derivatives.
4For βw, γ0, γ1, γ2, the covariances are computed using the clustered bootstrap procedure discussed in

Section 5.1 and Appendix C.3. The estimate of α1 is assumed to be independent of the other parameters.
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expected value from a new lease next period, and they pay the bonus if the latter exceeds
the former.5 The owner then chooses the revenue-maximizing bonus, accounting for both
the bonus revenue itself and expected future royalties (and future renewal bonuses) from
the types θ that elect to participate. This decision trades off, on the margin, the immediate
revenue gain from a higher bonus against the loss of revenue from reduced participation from
marginal types.

The outer loop then proceeds as follows, starting from an initial guess of each firm type’s
continuation value upon expiration:

1. Use finite-horizon backward induction to compute drilling probabilities and the firm’s
and owner’s values during the lease term.

2. Compute the owner-optimal bonus, payable at the end of the preceding term, and
compute a new continuation value upon expiration for each firm type, given the bonus.

3. Return to step 1 and iterate until convergence of the firm’s and owner’s value functions
at the start of each new lease term.6

We model the initial lease contract as being signed the period before the primary term
begins. The owner-optimal bonus value for this contract is then the same as the converged
bonus from the above loop.

E Analytic model for the mineral owner’s value-maximizing

contract

This appendix characterizes analytically a revenue-maximizing take-it-or-leave-it menu of
contracts that a mineral owner would offer to a firm with private information on the unit’s
expected production, where the drilling date and realized production are contractible but
completion effort (e.g., water input) is not. There are two main results. First, if the sen-
sitivity of natural gas production to completion effort is small enough, then the mineral
owner’s revenue-maximizing lease contract involves both a royalty and a provision—here, a
drilling subsidy—to accelerate drilling and counteract the royalty’s delay incentive. Second,
if instead the production function is dominated by the firm’s effort choice, the revenue-
maximizing contract instead involves a royalty and a drilling tax.

As in the computational model discussed in Section 7, the mineral owner can make a
TIOLI offer to a single firm, and then given the contract the firm decides whether and when
to drill a well, and if so, how much effort to exert conditional on drilling. We simplify the
problem here—thereby gaining analytic tractability—by assuming that only one well can be
drilled on the lease and by assuming that the only variable that evolves over time is the
natural gas price (therefore abstracting away from rig dayrates and water prices that evolve

5Firms realize the period T νiT shocks before making their period T decision of whether to drill, pay the
bonus, or let the lease expire.

6The outer loop is not guaranteed to converge but typically does in practice. There are a handful of cases
in which the outer loop cycles between values for a few types; in these situations the difference in values is
small (less than $1000) for these types, and we treat these cycles as having converged.
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over time, and from the νit drilling cost shocks that are included in the paper’s computational
model). The primitives of the model are as follows:

• Time is discrete and denoted by t ∈ {0, ..., T}, where T is possibly infinite. The lease
contract is set at t = 0, and then starting at t = 1 the firm can decide whether to
execute the option to drill and complete a well. The owner observes the period in
which drilling (and completion) occur. Only one well may be drilled on the lease.

• e ∈ R+ denotes non-contractible completion “effort” (i.e., water use in the main text).

• The cost of drilling and completing the well is given by c0 + c1e, where c0 and c1 are
strictly positive scalars that are common knowledge.

• If the firm drills, its natural gas production is given by y = β0 + θ + g(e) + ε.

– β0 ∈ R is common knowledge. θ ∈ R is known by the firm but not by the owner.
Ψ(θ) denotes the owner’s rational belief about the distribution of θ. The expected
value of θ is 0, and Ψ(θ) has support on [θL, θ̄].

– The function g(e) is common knowledge and maps completion effort onto gas
production, with the properties that g′(e) > 0 and g′′(e) < 0 ∀e, and that
lime→0+ g

′(e) → ∞ and lime→∞ g′(e) → 0 (we will later specify g(e) = βw log e as
in our computational model).

– ε is a mean-zero disturbance that is unknown by the owner and firm prior to
drilling and the choice of e. ε is orthogonal to e and θ, and its distribution
function Λ(ε) is common knowledge.

– Output y is contractible, and for simplicity we assume that y is completely realized
in the same period that the well is drilled and completed.

• The gas price at time t is denoted Pt and is common knowledge. The gas price evolves
stochastically via a process that is common knowledge and has the property that Pt is
bounded above. P t denotes the entire history of prices from time 0 through t.

Both the owner and firm are risk neutral, share a common per-period discount factor δ,
and seek to maximize the expected present value of their respective cash flows. At t = 0, the
owner can offer a menu of contracts to the firm; the firm must then choose one such contract
or decline entirely (yielding a payoff of 0).

We first characterize the firm’s problem and then turn to the owner’s contract design
problem. The characterization closely follows parts of Laffont and Tirole (1986) and Board
(2007). To facilitate the derivation of the optimal contract, we follow the standard approach
of considering a direct revelation mechanism in which the firm reports a type θ̂ and is then
assigned an up-front “bonus” transfer of R(θ̂) at t = 0 and a contingent payment zt(θ̂, y, P

t)
to be paid when the option is executed. For now, we allow this payment to be contingent
on the reported type, ex-post production, and the price history up to execution, though
in practice conditioning only on the first two arguments and the price at execution will be
necessary for optimality.
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E.1 Firm’s problem

The firm must make three decisions, in sequence:

1. Report a type θ̂ to the owner at t = 0 (or opt-out)

2. Choose a time τ ∈ {1, ...T} at which to exercise the option to drill, where τ = ∞
signifies not drilling.

3. Conditional on drilling, select an effort level e ∈ R+

Let τ ∗(θ, z) denote a decision rule that dictates whether the well should be drilled in each
period t given the gas price Pt (suppressing the dependence of z on θ̂, y, and P t). The firm’s
problem, conditional on participation, is then given by

max
θ̂,τ∗(θ,z),e

Π(θ̂, τ ∗(θ, z), e, θ) = EP [(Pτ (β0 + θ + g(e))− (c0 + c1e)

− zτ (θ̂, β0 + θ + g(e) + ε, P t))δτ ]−R(θ̂), (A.20)

where EP is the expectation at the start of period 0, taken over all prices. Note that
total surplus is maximized by the solution to (A.20) when the transfers z and R are set to
zero.

The effort selection problem has a unique, interior solution. In addition, the decision rule
τ ∗(θ, z) will be given by an optimal stopping rule.7

We restrict attention to truth-telling mechanisms that induce the agent to report θ̂ = θ.
Let τ(θ̂) and e(θ̂) denote the timing rule and effort function that correspond to the optimal
truthful mechanism. Because drilling is observable, τ(θ̂) can be imposed by the owner. For
truth-telling to be incentive compatible, it must be the case that e(θ̂) is the optimal effort
level for the firm, subject to the mechanism.

To characterize the firm’s ability to deviate from e(θ̂) and thereby reap information
rent, we follow Laffont and Tirole (1986) by first restricting our attention to deviations in
a concealment set in which, for any report θ̂, the chosen effort ẽ is such that θ + g(ẽ) =
θ̂+ g(e(θ̂)). Thus, absent uncertainty generated by ε, any deviation outside the concealment
set can be detected by the owner.8

Within the concealment set, the firm’s choice of report θ̂ determines the firm’s effort level
ẽ. Define an inverse production function H(E) by g(H(E)) = E. The derivatives of g and
H are related by H ′(g(e)) = 1/g′(e). The firm’s problem may then be written:

max
θ̂

Π(θ̂, θ) = EP [(Pτ(θ̂)(β0 + θ̂ + g(e(θ̂)))− (c0 + c1H(θ̂ − θ + g(e(θ̂))))

− zτ(θ̂)(θ̂, β0 + θ̂ + g(e(θ̂)) + ε, P τ(θ̂)))δτ(θ̂)]−R(θ̂). (A.21)

7Board (2007) proves the existence of such a rule for the case in which effort e is fixed. Existence in our
model follows the same proof, with the assumption that Pt is bounded above replacing the Board (2007)
assumption that costs are bounded below.

8In the presence of a non-degenerate distribution Λ(ε), the sufficiency conditions for implementing the
mechanism will be stricter than the conditions given below that the optimal stopping time is decreasing in
θ, and θ + g(e(θ)) is increasing in θ. In the event that they are not satisfied, the owner will need to “iron”
over regions in the type space where incentive compatibility does not hold.
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To obtain the marginal information rent for a firm of type θ, we use the generalized
envelope theorem from Milgrom and Segal (2002) and take the partial derivative of Π(θ̂, θ)
with respect to θ:

∂Π(θ̂, θ)

∂θ

∣∣∣∣
θ̂=θ

= EP

[
c1δ

τ(θ)

g′(e(θ))

]
. (A.22)

Equation (A.22) is the first-order incentive compatibility condition. The second order
monotonicity condition is

∂Π(θ̂, θ)

∂θ∂θ̂
≥ 0. (A.23)

From taking derivatives of Equation (A.21), the mechanism will satisfy condition (A.23)
if the optimal stopping time is decreasing in θ̂, and θ̂ + g(e(θ̂)) is increasing in θ̂.9

Given incentive compatibility, integration of Equation (A.22) yields the firm’s information
rent:

Π(θ, θ) = EP

[∫ θ

θ

c1δ
τ(s)

g′(e(s))
ds

]
, (A.24)

where θ denotes the lowest type that participates, so that Π(θ, θ) = 0.

E.2 Revenue-maximizing contract for the owner

Continuing to follow Laffont and Tirole (1986) and Board (2007), we treat the owner’s
problem as an optimal control problem in which the objective is to find τ(θ̂) and e(θ̂) such
that the expectation of total surplus minus information rent is maximized. We therefore
write the owner’s problem as

max
τ(θ),e(θ),θ

∫ θ̄

θ

[
EP

(
Pτ(θ)(β0 + θ + g(e(θ)))− c0 − c1e(θ)

)
δτ(θ) −

∫ θ

θ

c1δ
τ(s)

g′(e(s))
ds

]
ψ(θ)dθ,

(A.25)
where the owner also chooses the type θ for which the individual rationality constraint binds
with equality.

To eliminate the double integral, we can use Fubini’s theorem. Letting h(θ) ≡ f(θ)/(1−
F (θ)) denote the hazard function, we re-write the owner’s problem as:

max
τ(θ),e(θ),θ

∫ θ̄

θ

EP

[(
Pτ(θ)(β0 + θ + g(e(θ)))− c0 − c1e(θ)−

c1
h(θ)g′(e(θ))

)
δτ(θ)

]
ψ(θ)dθ.

(A.26)
Now recall the firm’s problem, Equation (A.20). Following the logic in Board (2007),

the owner can induce the firm to follow the stopping rule implied by (A.26) by setting the
contingent payment z equal to the information rent term in (A.26), since doing so makes the

9The owner’s optimal timing and effort functions defined below in equations (A.26) and (A.28) will
satisfy the condition that the optimal stopping time is decreasing in θ if h′(θ) ≥ 0. To see this sufficiency,
first observe that h′(θ) ≥ 0 is sufficient for the total derivative of the term in parentheses in (A.26) to be
strictly increasing in θ, via application of the envelope theorem to the firm’s problem. Thus, per Lemma 1
in Board (2007), the optimal stopping time is decreasing in θ. The second condition—that θ + g(e(θ)) is
increasing in θ—is difficult to characterize in terms of primitives.
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firm’s problem equivalent to the owner’s problem. Thus, the revenue-maximizing contingent
payment is given by:

zτ (θ, y, P
t) =

c1
h(θ)g′(e(θ))

. (A.27)

The contingent payment in (A.27) is positive, which will lead to delayed drilling relative
to the social optimum. Note that the payment is zero for the highest type θ̄ firm because
1/h(θ̄) = 0, reflecting the standard “no distortion at the top” rule. The optimal up-front
payment R(θ) is set to equate the firm’s payoff to the information rent expressed in Equation
(A.24), where the payoff of the endogenously chosen type θ firm is set to zero.

The contingent payment upon execution of the option echoes Board’s (2007) result. What
differs here is that the optimal payment is contingent not just on drilling but also on effort.
Because effort is not contractible, this mechanism must be implemented using a payment
that is contingent on production y. Paralleling Laffont and Tirole (1986), we examine an
implementation that involves an affine contingent payment: a lump sum transfer combined
with a linear tax on production. The appeal of an affine payment is that its optimality is
robust to the distribution of the disturbance ε. The downside is that the sufficient condi-
tions for incentive compatibility will be stronger than those discussed above, since the affine
payment structure constrains punishments for deviations outside of the concealment set.

To derive the optimal linear production tax, we first take the pointwise derivative of
(A.26) with respect to e(θ) to obtain the FOC that defines the owner’s optimal effort function,
conditional on drilling at τ . Suppressing the dependence of g(e(θ)) and its derivatives on θ,
this FOC is given by:

FOCe(θ) : Pτg
′ − c1 +

c1g
′′

h(θ)g′2
= 0. (A.28)

Because g′′ < 0, FOC (A.28) implies that e(θ) must be strictly less than the surplus-
maximizing effort, except for type θ̄.

To obtain the optimal production tax, we return to the firm’s problem and take the
derivative of Equation (A.20) with respect to e to derive the firm’s FOC for its optimal
effort, conditional on drilling at τ :

FOCe : Pτg
′ − c1 −

∂zτ (θ, y, P
t)

∂y
g′ = 0 (A.29)

Combining equations (A.28) and (A.29) yields the linear tax on production that aligns
the firm’s incentives with the effort function that the owner wishes to induce:

∂zτ (θ, y, P
t)

∂y
=

−c1g′′

h(θ)g′3
(A.30)

We can now solve for the optimal contingent payment using equations (A.27) and (A.30):

zτ (θ, y, P
t) =

c1
h(θ)g′

− c1g
′′

h(θ)g′3
(y − β0 − θ − g) (A.31)
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Rearranging and using Equation (A.29) to eliminate c1, we obtain:

zτ (θ, P
t, y) =

Pτ (g
′2 + g′′(β0 + θ + g))

h(θ)g′2 − g′′
− g′′

h(θ)g′2 − g′′
Pτy (A.32)

The second term in (A.32) is a positive tax on revenue Pτy; i.e., a royalty. The first term
is a transfer at the time of drilling that is not dependent on output. It may be positive (i.e.,
a tax on drilling) or negative (a drilling subsidy).

E.3 Drilling subsidy or drilling tax?

The sign of the first term of Equation (A.32) depends on the function g(e). We now tie
our analysis in this section more closely to the main text and adopt the functional form
g(e) = βw log e, where βw ∈ R++. With this functional form assumption, we can rewrite
Equation (A.32) as:

zτ (θ, P
t, y) =

Pτ (βw − β0 − θ − βw log e)

1 + h(θ)βw
+

1

1 + h(θ)βw
Pτy (A.33)

The numerator of the first term in Equation (A.33) may be positive or negative, and
the denominator is guaranteed to be strictly positive. To better understand the sign of this
term, we now consider a comparative static in which we change the sensitivity of output y
to effort e, holding expected production and effort fixed for the mean type θ = 0. More
precisely, we introduce a scalar b < βw that adjusts the marginal productivity of effort so
that:

• The production function is y = (β0 + b log e∗0) + θ+ (βw − b) log e+ ε, where e∗0 denotes
the surplus-maximizing effort level of the mean θ = 0 type under a non-distortionary
contract, at the initial condition of b = 0.

• The cost of drilling is c0 + c1
(βw−b)

βw
e.

The addition of b log e∗0 to β0 and the multiplication of c1 by (βw − b)/βw ensure that
after βw is adjusted by subtracting b, then the mean firm type, in the absence of a distor-
tionary contract, would choose the same effort e∗0 and obtain the same expected production,
conditional on drilling at the same trigger price, as was the case under b = 0. But changes in
effort will now have a reduced impact on expected output if b ∈ (0, βw) and a greater impact
if b < 0.

The numerator of Equation (A.33) is now given by the expression:

Pτ (βw − b− β0 − b log e∗0 − θ − βw log eθ + b log eθ), (A.34)

where we now write eθ rather than just e to clarify that this value represents the effort level
of each participating type θ under the mechanism. e∗θ denotes the surplus-maximizing effort
of each type θ.

Now consider taking b → βw, making production less sensitive to effort. There will be
a value of b sufficiently close to βw such that the sign of (A.34) will be determined by the
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sign of −β0 − θ − b log e∗0. This expression must be strictly negative for type θ = 0 if it
participates, since as b → βw it approaches the negative of that type’s expected production
conditional on drilling under a non-distortionary contract, which cannot be negative if it
participates. In that case, the expression will also be strictly negative for all types θ > 0 as
well. If the θ = 0 type does not participate, then the expression will hold for all participating
θ > 0 types, since for those types e∗0 > e∗θ (because in a non-distorted contract, higher types
exert less effort) and because −β0 − θ − b log e∗θ < 0 (since those types participate).

To complete the proof, we need to consider the possibility that types θ < 0 may partici-
pate. In this case, it is sufficient to ensure that b is close enough to βw that eθ ≤ e∗0 for all
such types. Such a value of b is guaranteed to exist, since the royalty increases with b and
drives effort towards zero as b→ βw for all but the highest type under the optimal contract.
From there, since −β0 − θ − b log eθ < 0 for the lowest participating type, it follows that
−β0 − θ − b log e∗0 < 0 for that type and all higher types.

Finally, consider the opposite comparative static in which the production function be-
comes increasingly sensitive to effort by evaluating the case of b < 0. For a sufficiently
negative b, expression (A.34) becomes dominated by the term −b − b log e∗0 − θ + b log eθ.
This term is guaranteed to be positive ∀θ under the sufficient condition from subsection E.1
that θ+ g(e(θ)) is increasing in θ. First, observe that for θ ≥ 0, we have e∗0 ≥ e∗θ > eθ. From
there, making b sufficiently negative that −b > θ̄ is sufficient for −b−b log e∗0−θ+b log eθ to be
strictly positive ∀θ ≥ 0. Second, the condition that θ+g(e(θ)) is increasing in θ implies that,
for negative enough b, −θ+b log eθ is decreasing in θ. The fact that −b−b log e∗0−θ+b log eθ
is strictly positive for θ = 0 then implies that the expression is strictly positive ∀θ < 0.

Thus, if the production function is dominated by the firm’s choice of effort, the owner’s
revenue-maximizing contract involves a drilling tax rather than a drilling subsidy. The model
and result in this case are actually similar to that of Board (2007): the high sensitivity of
output to input choice makes it difficult to contract on output (Board (2007) completely
rules out contracting on output), so that the owner’s revenue-optimal contract then involves
a tax on exercising the drilling option instead (as in Board (2007)).

We have quantitatively examined the optimal fixed payment using our computational
model of Section 7. We find that at our estimate of βw and with a 25% royalty, the owner
would maximize expected revenue with a drilling tax of $0.34 million. However, when βw = 0
and the royalty is 39%, the owner would maximize expected revenue with a drilling subsidy
of $1.26 million, consistent with the analytic model above.
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